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FOREWORD

Addressed primarily to policynakers, this report has been developethe course of 200y the
OECD Working Party on Information Security and Privacy (WPISP) in partnershiptveitAsia Pacific
Economic Ceoperation Telecommunication and Information Working Group (APEC TEL) Security and
Prosperity Steering Group (SPSG).

The report was declassified by tBemmittee for Information, Computer and Communications Policy
(ICCP)on 6 Mach 2008. The report is published under the responsibility of the Seef&tamsral of the
OECD.

In drafting the report, Audrey Plonk and Anne Carblanc from the OECD Secretariat have been
assisted by a group of experts whose input has been highly valliaidegroup includeavir. Graham
Ingram and Ms. Kathryn Kerr (AusCERT); Mr. Colin Whittaker (APACS, UK Trade Associatign
Mr. Gilles AndréandMr. Fabian PougdiCERTA France)Mr. Kevin HouleandMr. Jeffrey J. Carpenter
(CERT/CQ; Mr. Erka Koivunenand Mr. Kauto Huopio(CERT-FI Finland) Dr. PetWen Liu (Chinese
Taipe); Mr. HyunCheol Jeongand Mr. Jinhyun Cho(KrCERT/CC Korea) Mr. David Pollington
Mr. JearChristophe Le Toquin aniir. Uwe Manuel RasmussgMicrosoft); Mr. Christophe Birkeland
(NORCERT Norway), Mr. Bill Woodcock (Packet Clearing Houseand Mr. Jeremy Ward Symantec
Corporation. The Secretariat also benefited from the contribution of OECD and APEC delegates,
including Mr. Keith Besgrove andils. Sabeena Ober@Australig; Mr. Shamsul Jai Shafie(Malaysia);

Mr. JeanJacques Sahelind Mr. Geoff Smith (United Kingdom); ards. Jordana Siegel atdr. Joshua
Goldfarb (United States The Dutch government made a special contribution to enable work on the
economics of malware, which is grat#y acknowledged.

A broader volunteer group of OECD and APEC delegates fhoistralia Canada China, China
CERT, Chinese TaipeiFinland France Japan JPCERT/CCMalaysia Norway, United Kingdom United
States and theBusinessand Industry Advisory @mmittee to the OECD (BIACYeviewed the report at
different stages.

Note (9 June 2008): The following sentence p. 37
UShvye spyware or other types of npdtdr hearmgdeseriptionsh e i r
of Aspywareo and fAadware, o0 43% of internet wusers

had one of these pr ogr ams gimamoutcdoar be folnd im@ewkntermgs, ut e r
AiSpywareo, July 2005, p. 3.

© OECD / OCDE 2008
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MAIN POINTS

A strategy for a global partnership against malware is needed to avoid itibg@oserious threat to
the Internet economwnd to national security in the coming yeafeday, communities involved in
fighting malwareoffer essentiallya fragmented local response to a global threat.

Maliciouss o f t war e, c o mmo n | yis skftwaravimsertadsintofamiafbrmegian eygtem
to cause harm to that system or other systemnts, subvert them for uses other than those intended by their
owners.Over the lasROyears malwareh as ev ol ved fexploitstoa global snultoniflienl i
dollar criminal industry

Malware affects all actors. It is increasingly a shared camder governments, businesses and
individualsin OECD countries and APEC economiés. governments relgver moreon the Interneto
provide services for citizengheyface complex challenges in securing information systems and networks
from attack or peetration by malicious actors&sovernments are also being called on by the public to
intervene and proteatonsumerdrom online threatsuch as ID theft The past five years haviadeed
brought asurge in the use of malware to attack information systesnsthie purpose of gathering
information, stealing money and identities or even denying users access to essential electronic resources.
Significantly, the capability also exists to use malwaralissupt the functioning of large information
systems surrepitiously modify the integrity of data and to attack the information systems that monitor
and/or operate major systems of the critical infrastructure.

This report developed in collaboration with expertams to inform policymakers about malware
impacts,growth and evolution, and countermeasures to combat malwaeeks to analyse some of the
main issues associated with malware @mexplore how the international community chetterwork
together to address the problddighlightsinclude thefollowing:

1 Spam has evolved from a nuisance to a vehicle for fraud to a vector for distributing malware.
Malware, in the form of botnets, has become a critical part of a self sustaining cyber attack
system The use of malwardas becone more sophisticated andrggted. Many attacks are
small er and attempt to stay fAbelow the radaro

1 The effectiveness ofcurrent security technologies armther protectionsin detecing and
containng malware is challenged by theshrinkng of the time between the discovery of
vulnerabilities in software products and their expioan

1 The behaviour of market playecsnfronted with malwarévhetherinternet service providerg-
commerce companies, registrars, software venaorend users) is influenced by mixed
incentives, some working to enhance and some to reduce sethetg are many instances in
which the costs of malware are extersadi by players at one s@@f the value chain onto other
players in the value chain

1 A wide range of communities and actoisfrom policy makers to Internet service providecs
end user$ has a role to play in combating malwarelhere is still limited knowledge,
understandingorganisation and delineation of rolasd responsibilities this broadcommunity
of actors.
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9 Current response and mitigation are mainly reactiVleere is a need famore structured and
strategic ceordination at national and international levels with involvement adcthrsto more
adequately assess and mitigate thle of malware.

1 No single entity has global understandingf the scope, trends, development and consequences
of malwareand thus lie overall malware probleis difficult to quantify. Data on malware are
not consistent and terminology for cataloguing amehsuring the occurrence of malw#eot
harmonigd.

1 Although its economic and social impacts may be hard to quantify, malvsack directly or
indirectly can harm critical information infrastructures, result in financial losses, arglaptale
in theerosion of trust and confidence in the Internet economy

Addressing limitations of ongoing action against malware fantther exploringhow to strengthen
incentivesfor market players$o fight this phenomenois importantfor policy makerdo help all cocerned
communities successfullywork together across borderfhis report outlines several areas in which
improvements can be made, includiragsing awareness, improved legal frameworks, strengthened law
enforcement, improved response, measuring of ar@wmeasures to address vulnerabilities in software,
technical measuressconomic incentivesresearch and development, standards, guidelines and good
practices.

In light of the need fom holistic and comprehensivapproach to malwaré effectively redce
malicious activity on theriternet,this report suggest® organiing a globali A rMalware Partnership
involving governmentsthe private sectoithe technical community and civil socigtyprodue joined-up
policy guidance to fight malware on &bntsfrom educational to technical to legal and economical.
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BACKGROUND

The Organisationfor Economic Co-operation and Development (OECD) Working Party on
Information Security and Privag (WPISP) and the Asia Pacific EconomicCo-operation
Telecommunication and Information Working Group (APEC TEL) Security and Prosperity Steering Group
(SPSG) have both experience and expertise in the development of policy guidance for the security of
information systems and networks.

In 2002, the OECD adopted tltguidelines for the Security of Information Systems and Networks
( A tSkcearity Guidelines) whi ¢ h garframewatkeof pminciplds dhe policy and operational
levels to foster consistent doniesapproaches to addressiigformation security risks in a globally
interconnected society. More broadly, tBecurity Guidelineseflect a shared ambition to develop a
culture of security across society, so that security becomes an integral part ddiltheoutine of
individuals, businesses and governments in their use of InformatidilCommunication Technologies
(ICTs) and in conducting online activitids 2003 and 2008he OECD monitored efforts by governments
to implement national policy framews consistent with th&ecurity Guidelingsincluding measures to
combat cybercrime, develop Computer Security Incident Response Teams (CSIR& a)yvaaisnessand
foster education as well as other togids. 2006 and 2007, the OECD focused on the kigveentof
policies to protect critical information infrastructures

Likewise, in 2002, Asia Pacific EconomiCo-operation (APEC) issued the APEC Cybersecurity
Strategy outlining six areas for -operation among member economies including legal develusme
information sharing and eoperation, security and technical guidelines, public awareness, and training and
education. To supplement the APEC Cybersecurity Strategy, in 2008 #€ TEL adopted the Strategy
to Ensure a Trusted, Secure, and Sustéén@mnline Environment to encourage APEC economies to take
actionfor the security of information systems and networks

Shared OECD and APEC objectives

In 2005 the APEC andOECD coorganised a workshop to share information on evolinfaymation
securityrisks and to exploreareas forfurther co-operationbetween the organisations better tackle the
international dimension of information security risks 2006, both organisations agreed that the need to
encourage a safer and more secure online envignhimas more pressing than ever due to the continued
growth of economic and social activities conducted over the Internet and the increased severity and
sophistication of online malicious activitpsubsequentlythey decidedto organise a workshépand

The United Nations, the Council of the European Uniba,Asia Pacific Economic Goperation APEC)
andthe AsiaEurope MeetingASEM) all recognised&ndused theGuidelinesin their work.

2 SeeDSTI/ICCP/REG(2005)1/FINAL
3 See DSTI/ICCP.REG(2006)IHNAL and DSTI/ICCP/REG(2007)16/FINAL.

Infformation on  the joint APEOECD Malware  Workshop is available :at
http://www.oecd.org/document/34/0,3343,en_2649 3428293474 1 1 1 1,00.html
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dewelop an analytical report Eexamine the issues of maliciosgftvare c o mmonl y known as
with a view to:

1 Informing nationalpolicy makers on the impacts of malware.
i Cataloguingrendsin malware growth and evolution.

1 Examining the economics of alware and the business models behind noalic activity
involving malware.

1 Evaluating existing technical and ntechnical countermeasures to combat malware and identify
gaps; and,

9 Outlining key areas for action and future work

Prepared by the OECD Setadat in close collaboration with volunteer government experts from
OECD and APEC as well as the private sector, rdgimrt does notliscuss every aspect of malware, all
types of malware, or all propagation vectdRather it focuseson issues of signifant concern and areas
which may pose problemis the future Similarly, thereport does not examine all possible strategies
associated with preventing, detecting and responding to malware but rather focusksnents of
relevance to OECD member coues; APEC economies, and other governments organisationsiore
broadly.Finally, the reportefers toforms of cybercrime, such as spamdphishing that maynot directly
involve the use of malware but nevertheless demonstrate how malware can aksed belitectly to
facilitate cybercrime.

Phishing refers to a social engineering attack, where an attack@pulates user to disclastheir online
account access credentials or other persamfarmation (typically) to a wedite in the control of an
attacker. According to this definition phishing may nditectly involve malware. However, when tkerm
is used to for examplealso refeito certain types dfojan attacksmalware is implicated.
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MALWARE IN BRIEF

What is malware?

Malware is a general term forpgece ofsoftwareinserted into an information system to cause harm to that
system or other systems, or to subvert them for use other than that intended by theft owners.

Malware cargain remote access to an information systexrord and send data frahmatsystem to a third
party without the us endalsthatghe mformatian isysteam hasrbeek commdmisedi g e
disabk security measuredamag theinformation systenor otherwise affect the data and system integrity.

Different types of malwarare commonly described sisuses,worms,trojan horses, backdoorseystroke
loggers, rootkitsor spyware These termsorrespond to the functionality abehaviour of the malware.g.a
virus is selfpropagatinga worm is self replicatig Expertsusually grougmalware intadwo categories: family
and varmianytdo. reffFer s to t heawhieBaiingnt @orr efré gs ntad i
the original malicious code, or family, with minor chanjes

Box 1. Malware: A brief history

Viruses and worms date back to the early days of computers when most viruses were created for fun and worms were created
to perform maintenance on computer systems.® Malicious viruses did not surface until the 1980s when the first personal
computer (PC) virus, Brain (1986), appear ed and propagated when the user fAbdpted up
Two years later, in 1988, the Morris worm received significant media attention and affected over 6 000 computers. Although
other types of malicious software appeared inthe mi s theBlahdscape of the late 80s and early 90s predominantly consisted
of viruses. Until about 1999, most people related viruses to
seen in the 1983 movie Wargames.

In the mid to late 1990s, the landscape began to change with the growth of the Internet and personal computer use, the rise of
networking, and the adoption of electronic mail systems. Theso-c al | ed fAbi g i mpact wormsodo beg
ways. The increased use of e-mail brought high-profile mass-mai | er worms such as Melissa| (1
Kournikova (2001), SoBig (2003) and Mydoom (2004) that made the headlines and entered the public consciousness.** These
types of worms doubled their number of victims every one-to-two hours, rapidly reaching peak activity within 12-to-18 hours of
being released. This marked the parallel rise in organised, sometimes co-ordinated attacks. The explosive growth of online
financial transactions resulted in increased security incidents and in the appearance of new types of malicious software and
attacks. Today, mass worms and virus outbreaks are becoming ever scarcer while stealthy malware such as trojans and
backdoors are on the rise. Many attacks are smallertost ay fAbel ow the radaro of the specurity
The goals of the attackers tend to be focused on financial gain. These new trends help explain why malware is now a global
multi-million dollar criminal industry.

Overall characterifics of malware

Although not the only means by which information systems can be compromised, malware provides
attackers convenience, ease of use, and automation necessary to conduct attacks on a previously
inconceivable scale.

6 The 1992 OECBGuidelines for the Security of Information &yss and Networkdefined an information
system as computers, communication facilities, computer and communication networks and data and
information that may be stored, processed, retrieved or transmitted by them, including programs,
specification and praxlures for their operation, use and maintenance.

See Annex B Glossary of Terms

ForexampleW3 2. Sober @mm (al so known as Sober) was the p
Sober.X is a variant of Sobg6ee Symantec 2006 p.67)

9 NIST p. 2-10.
10 SOPHOS2006a)p.1.
1 Tippett (2006), andBBC News onling2004).

1C
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Malware is multifunctional aad modular there are many kinds of malware that can be used together or
separately to achiee mal i ¢ i o u.Newafaaturesrafdsaddigiana tapabilities are easily added to
mal ware to alter and #Ai mp'f Malveace caninsert itdeldiinte a systema | i t y
compromise the system, and then download additional maln@arethe Internethat provides increased
functionality. Malware can be used to control an entire'fiostnetwork, it can bypass security measures
such as firewalland antivirus software, and it can use encryption to avoid detection or conceal its means
of operation.

Malware isavailableand useifriendly. malware is available onlinat a nominal cost thusaking it
possible foralmostanyone to acquitd here isevenarobustunderground market for its sale and purchase.
Furthemore malwareis useffriendly and providesattackerswith a capability to launclsophisticated
attacks beyond their skill level

Malware is persistenand efficient malware is increasingl difficult to detect and remove and is
effective at defeating builh information security counteneasures. Some forms of malware can defeat
strong forms ofmulti-factor authentication andthershave been able to undermine the effectiveness of
digital certificates:"

Malware can affect a range of devicbecause malware is nothing more thana piece ofsoftware, it
can affect a range of devices, from personal devices such as personal compwjers fe€&onal Digital
Assistants (PDASs) to servétsacioss different types of networks. All these devices, including the routers
that allow traffic to move across the Internet to other end points, are potentially vulnerable to malware
attacks.

Malware is part of a broader cyber attack systemalware is beig used both as a primary form of
cyber attack and to support other forms of malicious activity and cybercrime such as spam and phishing.
Conversely, spam and phishing can be usddrtberdistributemalware.

Malware is profitable malware is no longer gt a fun game for script kiddr a field of study for
researchers. Todait, is a serious business and source of revenue for malicious actors and criminals all
over the world. Malware, together with other cyber tools and techniques, provides a lpwegsable
method of conducting highly lucrative forms of cybercrime.

How does malware work?
Malware is able to compromise information systems due to a combination of factors that include

insecure operating system designd relatedsoftware vulnerabilies Malware works by running or
installing itself on an information systemmanually or automatically. Software may contain

12 Danchey Dancho(2006) p3.

13 Host refers to a computer at a specific location on a network.

14 See AnneB for a discussion of digital certificates

15 Servers are generglmore powerful computers which provide services to (and accept connections from)

many clientshoweverhome PCs and corporate workstations can also act as servers, particularly when they
become compromised. Common types of servers include wahil anddatabase servers.

16 Script Kiddie refers to an inexperienced malici@aaesorwho uses programs developed by others to attack

computer systemsanddefacewebsites. It is generally assumed that script kiddies are kids who lack the
ability to write sophistiated hacking programs on their own and that their objective is to try to impress
their friends or gain credit in underground cracker communities

1 Malware may also exploit vulnerabilities in hardware, however, this is rare compared to the number of

softwarevulnerabilities which are available at any given time to exploit.

11
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vulnerabilities, or "holes" inits fabric caused by faulty coding. Software may also be improperly
configured, have functionalityurned off, be used in a manner not compatible with suggested uses or
improperly configured with other software. All of these are potential vulnerabilities and vectors for attack.
Once these vulnerabilities are discovered, malwaae bedeveloped toexplat them for malicious
purposesbef ore the security community hMawareewadooped
compromise information systems due to {technological factors such as poor user practices and
inadequate security policies and procesur

Many types of malwarsuch as viruses or trojansquire some level of user interactiminitiate the
infection processuch asclicking on a web link in an -ail, opening an executable file attached to an
e-mail or visiing a website where malwatie hosted Once security has been breached by the initial
infection, some forms of malware automatically install additional functionalitgh as spywarée.g.
keylogger) backdoor, rootkit or any other type of malwaeown as the payload

Social engieering® in the form of email messages that are intriguing or appear to be from
legitimate organisationss often used to convince users to click on a malicious link or download malware.
For example, users may think they have received a notice frombdug; or a virus warning from the
system administrator, when they have actually received a-mmai$iag worm. Other example include
e-mail messageclaiming to be an ecard from an unspecified friend to persuade users to open the attached
Acar do laad the Mabmvara. Malware ralso be downloaded from web pages unintentionally by
users.A recent study by Google that examined several billion URLs and includeddepth analysif
4.5 million found that, of that sampl&00 000seemed maliciouand that 450 00Owere capable of
launching malicious download$Another report found thainly aboutonein five websites analysed were
malicious by design. Thikasled to the conclusion that about 8086 all webbased malare is being
hosted on innocetttut compromised websites unbeknownst to their owflers.

A different report found that 53.9%f all maliciouswebsitesobserved ardosted in Chin& The
United States ranks second in the same study with 2@f2%alicious websites observéatated in thee.
Furthermore, data provided in Annéxof this reportdemonstrates that malware on web pages accounts
for 52.8% of incident report®y mid-2007 received byhe United States Computer Emergency Readiness
Team (USCERT).

Malware propagation vectors

Malware popagation vectors refer to the electronic methods by which malware is transmitted to the
information systemgplatforms or devices it seeks to infeEtnail and instant messaging applications are
some ofthe most common vectors used for spreading maltaoeigh social engineering techniquAsy
medium that enables software to be distributed or shhosekver can be a vector fanalware Examples
of malwarepropagatioror distribution vectors includéhe World Wide Web (WWW), renpvable media
(such as UB storage keys), netwoithared file systems, PZPe sharing networkslinternet relay chat
(IRC), Bluetoothor wireless local area networks (WLARP

18 See AnneX i Glossary of Terms.

Socialengineeringefers to techniques designednmanipulateusersinto providing information or taking
an action which leads to the subsequmetch in information systems security.

19

20

Google Incp.2
A Sophos (2007) p.4
2 Sophos (2007) p.6

B See Annex D for additional detail of propagation vectors.
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Bluetoothis one prominent vector for malware propagation on mobile devices. Bluetooth is a wireless
personal area network (PAN) that allows devices such as mobile phones, printers, digital cameras, video
game consoles, laptops and PCs to connect through unlicensed radio frequency over short distances.
Bluetooth can be compromised by techniques such asabkie§ and bluesnarfiiy and is most
vul nerabl e when a wuser d&ds ¢ onn egitttoibe found by otlseeriearby o " d
bluetooth device$.

2 Bluejacking consists in sending unsolicited messages to Bluetooth connected dduiessarfing enables

unauthoried accesstinformation from a wireless device througBlietoothconnection.

% While Bluetooth can have a range of 100 metres for laptops with powerful transmitters, itnoas a

limited range for mobile phones, usuadisound 10 metres.

13
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Box 2. Malware on mobile devices

There is some debate around the current seriousness of threats to mobile devices such as cell phones, PDAs, and
smartphones.26 For example, some factors seem to indicate that threats to mobile devices are still limited. These
factors include the following: iz some of the current forms of mobile attacks can only be launched within the 10 metres
personal area network (PAN)2 range - which limits the scope of the danger compared to traditional malware threats
which have a global reach; ii) mobile devices are restricted by bandwidth because there is a limited amount of
spectrum allocated for their use; iii) the very small user interface is still an impediment to conducting Internet banking
and other value transactions 7 until mobile devices become a popular means to conduct such transactions there are
fewer incentives for attackers to develop malware for the mobile telephone pla’[form;28 iv) the cost associated with
using general packet radio service (GPRS) to connect to Internet Protocol (IP) data networks may also make the
mobile device less popular compared to Internet-connected PC which use technologies such as asymmetric digital
subscriber line (ADSL), cable or broadband wireless.

However, there is also recognition that such threats, while emerging, are quite real.”® Some data shows that although
still relatively small in comparison to the amount of PC malware, mobile malware, which first appeared in 2004,
increased from only a few instances to over 300 in total in a two year period.30 Further, concerns about security
increase as mobile devices become more prevalent and are us®REbr(to acc
example, the use of smartphones is on the rise with projections as high as 350 million in use by 2009.%% In 2006, Apple
announced that a number of video iPods had been shipped to customers with the RavMonE virus.** Many experts
are concerned that mobile malware will soon become far more dangerous to the mobile devices themselves, the
wireless networks over which those devices communicate and the corporate networks, servers and/or personal
computers with which those devices exchange information. Undetected malware on a smartphone could get
transferred to a corporate network and used to perform further malicious functions.>

What is malware used for?

The numerous pes of malwarecan be used separately or in combinatidn subvert the
confidentiality, integrity and availability of information systems and netwokideewise, a range of
different attacks can be conducted to reach different goals, such as denying@ccitisal information
systems,conducting espionagextorting money €.g. ransom), orstealing information €.g. ID theft).

% A Smartphonés acellular phone coupled with personal computer like functionalit

2 A personal area network (PAN) iscamputer networkised forcommunicatioramongcomputerdevices

(including telephonesand personal digital assiant§ close to one person. The devices may or may not
belong to the person in question. The reach of a PAN is typically a few meters. PANs can be used for
communication among the personal devices themselves, or for connecting to a higher level netitvak an
Internet

2 These transactions are possi¢eis demonstrated by the Japanese mésketBBC).

2 Hypponen, Mikko(2006) p.73 (4 of 8)

0 Hypponen, Mikko(2006) p.72 (2 of 8)

3 For example, some financial institutions that wish to implememtstction signing and avoid providing

customers with a separate smart card reader, may in future provide support for transaction signing through
the use of a customerds own mobile telephone PDA.
targeted @ subvert the transaction signing process. As discussed in the glossary, transaction signing is only
effective if the keyed hash for the transaction is calculated on a device that can be trusted.

3 Hypponen, Mikka(2006) p.73 (3 of 8)

8 Note that tle virus was transmitted to the device through a Windows computer on the production line. See

http://www.apple.com/support/windowsvirus/
3 iGillottResearch In¢2006)p.8.
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Malware can also be used to compromise authenticity and-apamliationor conductattacks on the
Domain Name SystefDNS).*®

Denying access

Denying access to digital data, network resources, bandwidth, or other network sgteriat of
service- DoS)is a common goal of attacks using malware. Popular targets include companies that conduct
business online and risk losing sigo#nt revenue for every minute their website or network is
unavailable and governments who rely on websites to provide essential services to their ciliress.
attacks are usually used for sabotage (for example, to hurt a competitor or an orgaaggsatistvhom
the attackr holds a grudge or grievancaxtortion® or for politically and ideologicallymotivated
purposes.

Distributed Denial of Service (DDo&)tacks

The most well known and perhaps most common methodeny accesss distributed deial of
service attacks (DDoS). DDoS attacks seek to ren
inaccessible by overwhelming them with an unusually large volume of tfaffitalware indirectly
contributes to DBS attacks by creating a renesia supply of compromised computers (B9tshrough
which the flood attacks are launched. &Dtraffic may consist of relatively easily identified bogus
packets, or properly or med and seemingly | egitimate HAreques
intended to exceed the capacity of either the network bandwidth or the computer resources of the targeted
server, or both, thereby making the service unavailable to most or all of its legitimate users, or at least
degrading performance for everyone.

Simple DDoS attacks use a distributed network of bots (called a botnet) to attack a particular target.
The more complex DDoS attacks useltiple botnetsto simultaneoushattack thetarget.In traditional
DDoS attack, botnets are used to send massive amounggi@ries and overwhelm a systehiowever,
low and slow attack a recent trend noted by some security experts, occur over a longer period of time and
use a small amat of bandwdth from thousands, if not millions, of compromised comput@ften the
attacker cd ordinates the attack so that not all the bots will attack the target at the same time, but rather on
a rotating basisThe victimand thelnternetService Provider may not notice that their network traffic has
increased but over timi,becomes arain on their infrastructure and other resources.

DDoS attacks have been launched against governmentarious purposes includingolitical or
ideologicalones For example, Swedish government websites were attacked in the summer of 2006 as a

® See Annex B for furtbr information on types of attacks

% Messmer, Ellen and Pappalardenise (2005).

37 It is also possible to cause a denial of service in a network device or application by exploiting

vulnerabilities in an operating system or application software. Feampbe, this could be accomplished by

an attacker sending specially crafted packets to the device or application where the vulnerability exists.
DOS attacks of this type can be rectifigtbwever, by applying the software or firmware patch, or
implementingsome other woraround. In the case of flood attacks, the abibtynitigate is more difficult

and protracted and hence the impact is potentially more serious.

8 See AThe Malware Internet: Botnetso chdpotseamd of t h

botnets.
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protestagai nst t h epiracyaneasures.yMore re@m eventgdtonia have raised an interesting
discussion on what a cyber attack of this nature means for codftries.

Box 3. The Estonian case™

In May 2007, a series of cyber attacks were launched against Estonian government and commercial websites. Some
attacks involved defacing websites, and replacing the pages with Russian propaganda or bogus information. Up to six
sites were rendered inaccessible at various points, including those of the foreign and justice ministries. Most of the
attacks were launched using botnets comprised of many thousands of ordinary computers.

Estoniads computer e mer ¢ ERTY acted swithypand) s eollabozatiom with paEtners from the
international community, was able to weather a very serious attack with litle damage. The attack was primarily
defended through filtering 7 blocking connections from outside Estonia. For example, Estoniads second | al
SEB Eesti Uhispank, blocked access from abroad to its online banking service while remaining open to local users.*!
One major contributor to the stability of their services domestically during the attack was the fact that Estonia has two
domestic Internet exchange points (IXPs).*

Three weeks after the attacks ended, one researcher identified at least 128 separate attacks on nine different websites
in Estonia. Of these 128 attacks, 35 were reportedly against the website of the Estonian Police, another 35 were
reportedly against the website of the Ministry of Finance, and 36 attacks were against the Estonian parliament's, prime
minister's, and general government websites.®® It has further been estimated that some of the attacks lasted more than
10 hours, exceeded 95Mbps, and peaked at about million packets per second. While this may seem like a lot, other
attacksconsi dered f@Abigodo by secur i t29 miltor paekets gr sacoend,&ltilnes maestkak| at a b
the attack against Estonia. This has led experts to conclude that the attack was not optimised for maximum impact on
and damage to the network, but rather to make a statement and prove a point.

Extorting money:Ransom

Some mal ware is designed to encrypt or stcr ambl
Often the owner will be asked to payransom for thékeyo used to encrypt their data, and whicloften
required to reverse that process and restore thé“‘dalthough this type of malware is not as prevalent as
other types of malware, there wereveral high profile cases in 2006 that raised attention around the
issue?® Such attacks, not only deny the user/owner access to their own data, but harm the confidentiality
and integrity of that data by thenofbtttackerds unau

3 For example, a senior official was quotedThe Economiss ayi ng dAl f a member State'

centre isattacked with a missile, you call it at of war So what do you call it if the same installation is
disabled with a dyera t t g $ekThedDEconomisf2007).

40 The Economist2007)

A The Sydney Morning Heral@007)

42 An Internet exchange point (1X or IXP) is a physical infrastructure that allows differtenbet Service

ProvidergISPs) to exchangaternettraffic between their networks by means of mupedring
agreements, which allow traffic tie exchanged without cost. IXPs reduce the portion of an ISP's traffic
which must be delivered via theipstreantransitproviders, thereby reducing theerage PeBit

Delivery costof their service. Furthermore, D$mprove routing efficiency anfhult-tolerance

. Lemos, Roberf2007).

“ It has been assessed that such attacks are not likely to gain populanyoeganisation with a basic level

of preparedness should have bagk copies of their data available. However, it may also be that
individuals are not aware of this risk or simply lack basic security education to protect themselves from
malware.

s Sophos (2007a) p.8
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Box 4. A ransom example: The Arhiveus*®

In June 2006, a Trojan horse attacked f i |l.e$he files wevkithen o s of t
encrypted so users could not access them without paying a ransom in return for the restoration of the files.

When users tried to access their files, they were directed to a file containing instructions on how to recover the data.
The instructions began:

INSTRUCTIONS HOW TO GET YOUR FILES BACK READ CAREFULLY. IF YOU DO NOT UNDERSTAND - READ
AGAIN.

This is the automated report generated by auto archiving software.

Your computer caught our software while browsing illegal porn pages, all your documents, text files, databases in the
folder My Documents was archived with long password.

You cannot guess the password for your archived files - password length is more than 30 symbols that makes all
password recovery programmes fail to brute force it (Quess password by trying all possible combinations).

Do not try to search for a programme that encrypted your information - it simply does not exist in your hard disk
anymore. Reporting to police about a case will not help you, they do not know the password. Reporting somewhere
about our email account will not help you to restore files. Moreover, you and other people will lose contact with us, and
consequently, all the encrypted information.

In many of these cases the attacker encrypts files such as personal photographs, letters, household budgets and other
content. To retrieve their data, users were required to enter a 30 character password which they were told would be
available after making purchases from one of three online drug stores.

Espionage

Malware carbe and has beamsed to gain access to or spy on business angrigment operations
and gather information that could be critical to business operations or national security. Recently, the
United Kingdomreported that a number of targeted trojan attacks had been directed against iharts of
UK6s publ i c tiahinformation imfradtrecture. Mhese trojans were assessed to be seeking
covert gathering and transmitting of privileged informafibiMalware of this sort can also be useyl
companies and other organisations to gather information about their conspatitdemonstrated by the
below example.

Box 5. The case of Michael and Ruth Haephrati

In March of 2006, Michael and Ruth Haephrati were extradited to Israel from Britain where they were charged with
creating and distributing a trojan used to conduct industrial espionage against some of the biggest companies in
Israel.** Michael Haephrati is said to have developed and refined the programme while his wife, Ruth, managed
business dealings with several private investigation companies which bought it and installed it on the computers of
their clientsd competitors. Specifically, the trojan |horse
relations agency (whose clients include Israel's second biggest mobile phone operator, Partner Communications), and
the HOT cable television group. Another alleged victim was Champion Motors, who import Audi and Volkswagen motor
vehicles.

Ruth Brier-Haephrati was formally charged with aggravated fraud, unlawful computer access, virus insertion, installing
tapping equipment, invasion of privacy, managing an unlawful database, and conspiracy to commit a crime. Michael
Haephrati was charged with lesser offenses as the prosecution regarded him as Ruth's assistant because his job was
only to perfect the programme and tailor it to the needs of specific clients.*

4 Sophog2007b)

4 UnitedKingdom Centre forthe Protectionof the National Infrastructur@005).
8 Messagelab&006)p.11

49 Sophos (2006c).
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Stealing information

Over the past five years, information thefhdin particular online identity (ID) thef has beeran
increasingconcern to business, governments, amtividuals. Although malware does not always play a
direct role>" ID theft directly using malware has become increasingly common with the rise of backdoor
trojans and other stealthy programmes that hide on a computer system and capture informatiypn covert

As illustrated in Figure 1,rdine ID theft attack usingmalwarecan becomplexandcanuse multiple
I nternet servers to distribute spam and mal war e,
stolen data to another websitentrolled ly the attackeror send it tot h e at d¢imad koeaurd.s
Generally, the attacker operates under multiple domain names and multiple IP addresses for each domain
nameandrapidly rotaesthemover the life of the attacfor exampleseebotnet hosted malare sites #1
and #2 in Figurd).>® The use of multiple domain names and multiple hosts or bots (and their associated IP
addresses) is designed to increase the time available for capturing the sensitive information and reduce the
effectiveness of efforts bwffected organisations (such as banks), CSIRTs and ISPs to shut down
fraudulent sites. Under the domain name system (DNS) attackers are able to quickly and easily change
their DNS table¥ to reassign a new IP address$o fraudulent web and logging siteperating under a
particular domaini? The effect is that as one IP address is closed gditwstrivial for the site to remain
active under another | P address in the attackero
operating under a singldomain name changed on an automated basis every 30 minutes and newer DNS
services have made it possible to reduce this time to five minutes or less. Attackers may use legitimate
existing domains to host their attacks, or register specially created fatdiwimains. The only viable
mitigation response to the latter situation is to sisskgistration of the doman.

0 See DSTI/CP(2007)3/FINALwhere Identity Theft is defineds the unlawful transfer, possessjoor
misuse of personal information with the intent to commit, or in connection with, a fraud or other crime.

o1 Identity theftattacks most oftemise social engineering techniques to convince the useedessarily

disclose information to what they assurmmeatrusted source. This techniquaiown & Phishing does not

directly rely on the use of malwaretowolku s es dec e pt i wnails and frafidulpnoveelbsited 0 e
impersonating brand names of banksetilers and credit card companiesdeceive Iternet users into
revealing personal informatiomowever, as many phishing attacks are launched from spam emails sent
from botnetsmalware isindirectly involved as it is used to create botnets which are in turn used to send
the spam Email used in phishg attacksMalware would balirectly implicated when the span mails
contained embedded malware or a link to a website where malware would be automatically downloaded.

52 Thisisat echni que known as fAfast fl uxo

3 A DNStableprovides a record of doein names and matching IP addresses.

4 See Annex B for a discussion on attacks using the DNS and attacks against the DNS.

s AusCERT(2006)p.19-20.
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Figure 1. Online ID theft attack system involving malware®®
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The dynamic nature of malware keeps most security experts constantly on the lookout for new types
of malware and new vectors for attack. Due to the complex technical nature of malware, it is helpful to
examine overall attack trends to bettederstand how attacks using malware are evolving. As mentioned
previously the use of malware is becoming more sophisticated and targeted. Attackers are using
increasingly deceptive social engineering techniques to entice users to seemingly legitimzagasahat
are actually infected and/or compromised with malware. Figilhestrates the types of attack that seem to

be on the increase, those that are falling out of favour, and those for which the trend remains unclear or not
changed.

56

AusCERT(2006)at 7.
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Figure 2. General attack trends
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Origin of malware attacks

Origin refers to both where the attackers who launch the attack are based and e/lweraghter
systemsthat actually attackhe targeted system alecated In most cases, it is easy to see whibee
attackng computer systemare hosted based on théirt er ne't dRY eddressegblit this s naf
usually sufficient to identify th@erson responsible for launching the attdai. examplefispoofing is a
techniqlsj7e designed tdeceivean uninformed person about the origin of, typically, ama&l or a
website:

57 When spoofing is used, identifying the source IP address dfraailor websi¢ is usually a futile effort.

It is also possible to spoof the source IP address of an IPv4 datagram, thereby making real identification of
the source IP address much more difficult. It should be noted that this is often not required for an attack to
suceed or can be counteroductive for the attacker if the objective is to steal data from a computer. The

use of anonymising technologies could pose a more serious problem for identifying attack sources but is
not in widespread use by criminalsprobablyb ecause using other peopl eds
provides sufficient protection for the attacker.
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Moreover, rarely is the attacker located in the same geographic regtbe attacking hosts. It is
common practice among cybercrimindlgdo use compromised computers (and to a lesser extent
anonymous proxiéy hosted in a foreign legal jurisdiction to launch their attacks. This protects their
identity and provides additionabmputing resources beyond what they could otherwise afford. Criminals
are acutely aware of the significant jurisdictional impediments that hinder or even prevent cybercrime
investigations from being conducted if the crimes are sourced internationally.

Malware is now spread around the world and rankfhigsid to show that a whole host of countries
across the developed and the developing world are home to online criminals using malware. Although
attacks originating from one country may have local targe¢sptedominant trend is attacks that originate
internationally relative to thetargetsIn addition, geography may pla role depending on the end goal of
the attacker. For example, broadband Internet speeds differ from country to ciuarirgttacke wishes
to maximi® network damage, he/she may use compromised computers located in couhéies
broadband is prevalent. If the goal is to degrade servistealinformation over time, the attacker may
use compromised computers from a variety ofogephical locatioa Geographical distribution allows for
increased anonymity of attacks and impedes identificateastigation and prosecution of attackers.

%8 Here we refer to cybercriminals who are conducting attacksifod for illicit financial gain and may have

an area of specialisation or be involvedarvariety of business lines such as phishing, trojans, spam
distribution, clickfraud, malware development, etc.

%9 In computer networks, proxy serveris a server (a computer system or an application program) which

services the requests of its clientsfbywarding requests to other servers. A client connects to the proxy
server, requesting some service, such as a file, connection, web page, or other resource, available from a
different server. The proxy server provides the resource by connecting to dbiiesp server and
requesting the service on behalf of the client. A proxy server that removes identifying information from the
client's requests for the purpose of anonymity is callegin@mmymisng proxy servepr anonymisr.

& For example, see Symaat€007) p. 9.
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THE MALWARE INTERNET: BOTNETS
What is a botnet?

A now prevalent form ofmalware, botnetsre key tools attackers use to conduct a variety of
malicious activity and cybercrimeA botnet is a group omalware infected computers also called
fi z o mb i betsthat canrbe useemotelyto cary out attacks against other computer syst&ms.

Bots are generally created by finding vulnerabilities in computer systemmpiting these
vulnerabilities with malwareandinserting malwarento those systemgter alia. Botnets are maintained
bymal ci ous actors c¢ommbendéergo rr eff o tr thatl aad toetrasste bothed t
remotely. The bots are then programmadd instructed by the bot herder perform a variety of cyber
attacks, including attacks involving the further disttibn and installation of malwaren other
information systemsMalware, when used in conjunction with botnets, allows attackers to create a self
sustaining renewable supply of Interoeinnected computing resources to facilitate their crifses
Figure 3) Some of the malware discussed earlier in this report is distributed using botnets. There is thus a
cyclical relationship: malware is used to create botnets, and botnets are used to further distribute spam and
malware.

Figure 3 demonstrates the relatisiip between malware and the botnet lifecycle. When malware
infects an information system, two things can happen: something can be stglémf¢rmation, money,
authentication credentials etc.) and the infected information system can become painef.aNwen an
infected information system becomes part of a botnet it is then used to scan for vulnerabilities in other
information systems connected to the Internet, thus creating a cycle that rapidly infects vulnerable
information systems.

61. I n this paper, t he t énfected Bomputedthatr aenfalcious actoocanaremotaly wa r ¢
control and turn into a firoboto or zombi e machine
such bot machines. However,thee r m fibot 06 can be encountered in oth

variety of software programme or script that executes automated tasks. It is most widely used in the context

of Internet Relay Chat (IRC) where users can create and use bas $oripnline gaming, dmrdinating

file transfers, and automating channel admin command (EggDrop is one of the oldest of such benign IRC
bots). The fact that botnets often rely on IRC bots for command and control by botmasters might explain
why t heottoering fisho popular in the I|iterature and di s
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What are botnets usedor?

Botnets are mostly used for the following purposes:

1.

Locate and infect other information systems with fratgramnes (and other malware). Th
functionality in particularallows attackerso maintain and build their supply of new bots to
enable them to undertake the functions beiater alia.

Conductdistributed denial of service attack3joS).
As aservicethat can be bought, sold or redhteut

Rotate IP addresses under one or more domain names for the purpose of increasing the
longevity of fraudulent web sites whichfor examplehost phishing and/analware sites

Send spamwhich in turn can distribute more malware
Steal sensitive imrmation from each compromised computer that belongs to the botnet

Hosting the malicious phishing site itself, often in conjunction with other members of the
botnet to provide redundancy

Many botnet clients allow the attacker to run any additional cbtleew choosing, making the
botnet client very flexible to adding new attacks
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Botnets Command and Control (C&C)models

Typically, bots communicate with the bot master through an Internet Relay Chat (IRC) command and
control (C&C) server which provides dhnstructions directing the operation of the botnet. The C&C
server usually is also itself a compromised computer running various network services. After a computer
system is infected and compromised by a bot program, the bot periodicaiteats backot the C&C
server, checking for instructions. Although there are various C&C models, the most popular has
traditionally been the centradid model (see Figu® where all bots report to a single location to wait for
commands. The centralised model is gapamong bot masters because it offers software tools that make
it easy to operate. Furthermore, the cergedlimodel results in few communication delays between the bot
master and the bot§Increasingly, attackers are also using the HERB HTTFS web protocol§® as the
communication method between bots and the C&C server. This meansginadiie difficult for network
operators to detect and block bot communications to or from their network as it is hidden among the vast
volume of normal web traffic.

An alternative innovative C&C modelesigned to make it more difficult for security practitioners to
stop botnet hosted attacks is the increasing use of the peer to peer (P2P) model (sde*fFicheeeer to
peer model lacks a central hierarchy of camimation which makes the botnatore resilient to
dismantling® It is thereforeextremely difficult to stop attacks launched from botnets that communicate
using P2P as there is no single point of failure.

Figure 4. Command and control for Botnets
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62 Trend Micro(2005 p.8.

This is the same protocol that enables both encrypted (https) and unencrypted (http) web based
communications to occur. Blocking this traffic would pgatweb access to a network.

o4 Govcert.nl (2007p. 1312,
& Trend Micro(2005) p.8-9.
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In addition to the models above, bowate increasingly using whatisknow s Af ast f |l uxo
to evade detection. Fast flux networks are networks of compromised computer systems with public DNS
records that cinge constantly thus making it more difficult to track and shut down malicious afivity.
Furthermore, this model ahdons the traditional centraid C&C server and uses proxies to hide the
servers controllinghe fast flux network.

Botnet figures

While botnets vary in size, they typically number tens of thousahdesmpromised computerShere
have been exceptioriscluding a group of attackers in The Netherlands waportedlycontrolled 1.5
million bots®’ Typically the number of bots being controllby a single attacker will fluctuate depending
on whether the compromised computers are connected to the Inteimet,t her t hey have be
or whether the attacker is using his botnet to locate and compromise more information systems to add to
the botnet. Furthermore, there are incentives for bot herdeusdsmaller botnets and launch smaller,
more targeted, attacks to avoid detection. For example, large botnets sending spam or conducting DDoS
attacks generate a high volume of network traffiattis usually detectable by ISPs and network
administratos whereas smaller attacks that use less bandwidth may go undetected.

Botnetshave becomea contracted commodityalicious actorcanhire or buy a bot master to carry
out an attack.One report aveged the weekly rental rate for a botneU&D 507 60 per 10007 2 000
bots or around 33 cents per compromised complitdrhis is extraordinarily cheap compared to the cost
of the computeto the legitimate owner iterms ofhardware, software and tdwidth.

The prevalenceof botnets has been increasing. Although estimates of the number of botnets can vary
widely, most experts agree it islarge amount.For example,ri 2006,the Chinese National Computer
Network Emergency Response Technical Team rdlnation Centre (CNCERT/CC) reported that
12 million IP addresses ifhina werecontrolled by botnet® They also found more than 500 botnets and
more than 16 000 botnet command and control servers outside China.

6o The Honeynet Project (2007) p.1.
o7 Govecert.nl (2006) p. 8.

&8 MessagelLab&006 p. 4.

&9 Dr. Du, Yuejun (2007) p.13.
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Box 6. The Dutch Botnet case

In October 2005 the Dutch National Police arrested three men - members of a group of cyber criminals - suspected of
|l arge scale fAhacki ngo.ral Hotnes thatewere thaught to bavd orkistesl efvoger 1.5 million
infected computers.70 The botnets played a key role in numerous cyber crimes including: phishing, identity theft, online
fraud, and online extortion. In due course, it became clear that botnets played a central role in the activities of the
cyber criminals by serving as the basic infrastructure that allowed for the successful attacks.

In June 2005 a report was made to the CERT community in the Netherlands that an important Netherlands-based
computer centre had been hacked. The CERT community in turn reported the incident to the High Tech Crime Unit
(formerly the Dutch National High Tech Crime Center) of the Dutch National Police.

Based on information combining IP addresses and the name of the suspect with a broadband Internet connection in
use at his home address, the prosecutor formally requested the interception of Internet traffic in order to collect more
evidence. To determine the size of the botnet and the illegal activities of the suspect, all IRC protocol traffic in the
intercepted data was analysed. It was clear that this botnet was very large and used multiple IRC channels on multiple
IRC servers. In this specific investigation, the team realised that the criminals controlled at least two large botnets used
for their cyber crimes and that even after apprehending the criminals, the possibility existed that the botnets would still
be operational. Together with the CERT community and several large ISPs, the team undertook action to dismantle the
botnet and prevent it from growing and to disrupt its malicious function. It was agreed that the most suitable timing for
the disruptive action was immediately after the arrests.

Botnets and broadband

The increased threat of botnets can partially be explained by the increased use of broadband
connections to accesle InternetFurtherefforts are needed frommsers as well as providerdp protect
their security and privacy in the online environment. By 2004, broadb@echet connections were
already widespreaith OECD countries For example, in Korea 86% of hgeholds and 92% of businesses
had a broadband connectivia a computer or mobile phone in 2084In the followingtwo years, those
numbers have continued to increadethe end of 2005, there were around 265 million active subscribers
to fixed Internetconnections in OECD countries. Of these, 60% were using broadband access, and
broadband subscriptions have increased by more than 60% a year over the last five year2@) mid
there were more than 178 million broadband subscribers in the OECD arepediu countries have
continued to advance, with Denmark, the Netherlands and Iceland overtaking Korea and Canada in terms
of broadband penetration rates over the past year.

The broadband transition faster upload bandwidth via fibre could make thenbbproblem much
more severeThe potency of one infected computer on a fibre conneciaid be equivalent to 31
infected computers on DSL and 44 computers on cable netWorkss will be one of the key areas of
concern for policy makers dealing withdeommunication networks and security in the near future.

0 Govecert.nl (2006p.8.
n OECD (2005)
& OECD(2007) p. 130.

& One infected computer on a fibre connection with 100 Mbit/s of upload capacity could theoretically cause

as much damage as 390 infected computers with upload speeds of 256 kbit/s. The average advertised
uploa speeds for broadband in the OECD in October 2006 was 1 Mbit/s for DSL, 0.7 Mbit/s for cable and
31 Mbit/s for FTTx.
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Spam andbotnets

There isa correlation between botnets and spam due to changes in spamming techvéqube tast
few years. Spantommonly refers tobulk, unsolicited, unwanted and potentiallarimful electronic
message$. Attackers have found conveniencecimoperating with spammers by using theinil liststo
send mass quantities of spanwhich often contain other malware as amnail attachmerit - through
botnets.For example,hte seconanost common malicious code family reported from Janudone 2006,
Bomka, was a trojan downloadable from a link provided spamei mail that used social engineering
techniques to persuade the user that the link was the site of a vidéd Tdig.problen of spam and
malware is also cyclical and salfistaining. Information systems compromised by malware are used to
distribute spam and a proportion of the spam that is distributed is designed to distribute malware to new
victims whose information systemsll be used to undertake furthenline malicious activity

It is important to note that not all spam contains malware and it is often difficult to determine how
much spandirectly contains malwareManual analysis conducted Bye Information and Commigation
Security Technology Center (ICST) in Chinese Taipei over the course of two years on 417 $uspiéxt e
found that of those 417analysed287 (68%) contained malware attachméht®ther datashowsthat in
2006,0nly 1.5%or 1 in every67.9¢el mailsanalysedcontaineda virus or trojan; andaccordingto the same
report,in 2005the annualaveragewas 2.8%,or 1 in every36.1 It is likely thatthe disparatenatureof
thesefindings can be explainedby a lack of comparabletechniquesto determinewhen spamcontains
malware.

Recently the Messaging and Anfibuse Working Group (MAAWG) reported that the percentage of
emai | i dent ifhasbden assilatigbetween 6% and §0Fhey attribute the fluctuation
to service providers dealingwit new schemes introduced by abusers
methods, including filtersNonetheless,tiis widely acceptedhat the vast majoritpf spamis sent from
botnets.The effectiveness and wide availability of compromised informasigstems with high speed
broadband connections means that spam levels are at their highest levels ever despite many initiatives to
reduce and prevent spam being distributed.

“ OECD (2006)p. 25.
» SOPHOS (20063). 2.
76 Symanted2006) p. 68.

" Liu, PetWen (2007) p. 3note that this data is based on sadfected spam that fits a tan category or

type and therfere is representative of a smaller sample set. Furthermore, this data does not include the
mass mailing worms/viruses.

8 Messagkabs(2006)at 7.
& MAAWG uses the ter m tiomadispar canevary goeatly faom scaintrgte dountryi
80 Messaging AntiAbuse Working GrougMAAWG) (2007) p. 2.
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Box 7. FTC v. Dugger

In one recent case, the US Federal Trade Commission (FTC) sought to stop the underlying use of botnets to send
spam (FTC v. Dugger). The FTC alleged that the defendants relayed sexually-explicit commercial e-mails through
other people's home computers without their knowledge or consent. They further alleged that the defendant's conduct
violated the CAN-SPAM Act.®* Under the final order, the defendants were barred from violating the CAN-SPAM Act
and required to turn over USD8 000 in profits made through use of the botnet. The defendants were also required to
obtain the authorisation of a computer's owner before using it to send commercial ei mail and to inform the owner how
the computer will be used.

Although civil enforcement agash spam, such as the case described ab®/é@nportant, most
instances of malware are inherently criminal, and criminal law enforcement agencies are best suited to
expertly shut down their criminal operations.

The role of blacklists incombating botnets

Blacklisting is a loosely used term typically eging to the practice afsingso-called DNS Blacklists
(DNSBL) to filter incominglinternettraffic. Mail servers may be configured to refuse mail coming from IP
addresses, IP ranges or whole networks listed on a specific DNSBL. There is a wide vdiietklists
that may be useid different combinations.

Most of the lists are free and run by volunteers, though their operations may be funded through
external sources. Each DNSBL has its own criteria for including an IP address in the list and its own
procedure for getting an address off the list. Spamhausmtamational nonprofit orgardasion funded
through sponsors and donations, maintains severalkwelln blacklistsi though they prefer the term
block listsi which they claim are used to protester 600 million user inboxes. One of their lists contains
t he addr e s-soerees, mdluding sgammers, spam gangs, spam operations and spam support
serviceso; another | i st focuses on Dbotnetthat whi ch
blacklisting, while potentially powerful, has drawn its own criticisimsegarding, among other things,
vigilantism of blacklist operators, listing false positives, the collateral damage that may come with
blacklisting certain IP addresses or rangag] the financial motives of some list operators. Furthermore,
blacklists have faced legal challenges from spammers, who on occasion were successful in obtaining court
verdicts against being blacklisteiccording to interviewees in a recent empirical gttfdnost ISPs use
blacklists.

Blacklisting and ISP$*

Blacklisting does provide an incentive to invest in security because it directly impacts S P 6 s
business modeFor example, one mediusized ISPreported a security incidemthere 419 spamméfs
set p over 1000 el mail accounts within their domain and thstarted pumping out spam. That got the
| SP6s outbound mai | resultadinehigls volbnieafcakslta their aistomer wemterc h

81 More information on the CANSPAM Act is available at:

http://www.ftc.gov/bcp/conline/pubs/buspubs/canspam.shtm
82 OECD (2007b) p. 33.

8 Note: this text has beaxtractedrom the orignal report. See OECD (2007b) p.-33.
84

This is anadvancefee fraudin which the target is persuaded to advance relatively smal s money in
the hope of realizing a much larger gain. Among the variations on this toamwhre theNigerian Letter
(or 419 fraud. The number "419" refers to the article of the Nigerian Criminal @eddingwith fraud.
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by customers who noticed thasirmail was nolongebei ng del i ver ed. That numb
incoming abuseotifications, of which there weigurportedlyii e v e n  Imanaether. egample security

officer at a large ISP explained that being blacklisted lea rauch more proactive approach to remo

bots from their network, including the purchase of equipment that automates the process of identifying
infected machines on the netwdfkdn mid-2007, this particular ISRientified around 50 customers per

day and, if the customer did not resolve thabpem, the connection was suspended.

There are various levels of blacklisting used to incite a response from an ISP. At the lower end, there
is blacklisting of individual IP addresses, an individual customer. This
ISP sai d a secur it ypumkexoplistedtiRddré3seieachesvdcertain thresbotdght
the problemgetan| SP 6 s aAcdomlingt to ther expert, ISPs mostly ignore listed individual IP
addresses, because of the relatively high costdeafing with them(e.g through customer supphrt
Furthermore, particuldP addresses get taken off the blacklist as spammers or attackers move on to other
infected machines.

More powerful incentives are the blacklisting of whole IP ranges and ofundbwoail serversThese
typically do get the ISFsttention and lead to remedial action on their end, ththegleffectivenesgaries
with the degree of vigilance applied by t18P. The most extreme form ligacklisting an entire network
(i.e, all IP adiresses of an I§PThis is only used against selagitimate ISPs who do not act against
spam and against known spahavens.

Blacklisting and Domain Name Registrars

Registrars offering hosting andreail services are subject to blacklisting along theeséines as the
ISPs.Blacklist operators also watch registrars and their responsiveness to abuse complaints. In extreme
cases, blacklists magcludethe registrar itself. A case in point is the readisputebetween the blacklist
operator Spamhaus anidet Austrian registry/registrar Nic.at. Spamhaus had requested Nic.at to remove
sever al domain names it said were associated wit
comply with these requests, citing legal constraifite registramargued that it could not legally remove
the sites, unless Spamhaus provided clear proof that the domain names had iserrdreging false
information® The conflict escalated when Spamhaus added the outleaihderverof Nic.at to one of its
blacklistsi listt ng t hem as ifsop arhad u p diceailtwas goilohder aacepded byehe
multitude of servers using this popular blacklist. About ten days I&fmmhaushanged the listing of
Nic.at to a symbolic listing no longer actually blocking th#® addresses, but keeping them listed as
ispam s Bgvgrab of tthe @ffending domains had been removed, but Nic.atsdéaieit had

complied with Spamhausd request and asserts that
& OECD (2007b) p. 34.

8 Sokolov, D. A. (2007)

87 ORF (2007)andSpamhaus (2007)
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THE MALWARE ECONOMY
The malicious actors
Who are the malicious actors?

Researclshows that the range of malicious actors developing and deploying malware spans from
amateurs seeking fame to serious orggthicyber criminalslt can also be assumed that nation states have
the same apabilties Figure5 di agrams the malicious actosd fron
Crimed*® based on a recent report on criminal activitylios. It is important to notehowever that there is
also a whole category of actors whose motivations are political or ideological rather than solely financial.

While a certain amount of crime is always il
jurisdictional boundaries and international bordere us reducing the criminal s¢
prosecution. Because many malware attacks are not able to be traced back to the people that conduct them,
it is difficult to provide authoritative insight into the nature of groups or individualshed in the
proliferation of the various types of crime. However, some law enforcement and financial institutions are
actively involved in monitoring and investigating the money trails arising from fraudulent fund transfers as
a result of phishing and Ieft trojan related attacks. These investigations involve identification of money
mules, who are individuals recruited wittingly and often unwittingly by crimjtialfacilitate illegal funds
transfers from bank accounts.

Figure 6 illustrates the evolot of malware in terms of malbus intent of the actors showiagclear

evolution from fame seeking Atechiesod to criminal

What are their capabilities and motivations?

As demonstrated earlier in this report, attacks usingvara are becoming increasingly complex. But
while the sophistication of the attacks vectors increase, the knowledge required to carry them out
significantly decreases. Although this might seem counterintuitive, it can largely be attributed to the
increaed mar ket for mal ware. The majority of todayo6s
of purchasing malware or outsourcing attacks to more sophisticated attackers.

8 "Organeed crime" isused loosely in this context anftenrefersto a group of profitmotivated criminals

who trade services with one anotireanopen marketplace.
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Figure 5. Malicious Actors®

The Innovators
Who? Focused individuals who devote their time to finding security holes in systen
exploring new environments to see if they are suitable for malicious code

Why? Challenge
How? Embrace the challenge of overcoming existing protection measure

The Amateur Fame Seekers
Who? Novices of the game with limited computing and programming skills

Why? Desire for media attention
How? Usereadymade tools and tricks

The Copyi Catters
Who? Would be hackers and malware authors
Why? Desire for celebrity status in the cybercrime community
How? Interested in recreatina simple attacks

The Insiders
Who? Disgruntled or exemployees, contractors and consultants

Why? Revengeor theft

How? Take advantage of inadequate security aided by privileges given to their position
the workplace

Organised Crime
Who? Highly motivated, highly organésl, realworld cybercrooks; Limited in humber bu
limitless in power
Why? Profit

How? A tight core of mastermindsoncentratd on profiteering by whichever means possiblg
surroundina themselves with the human and computer resources to make that happen

McAfeeInc. (2006) p9.
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Figure 6. Visibility of malware vs. malicious intent®
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The malware business model

One expert recently noted that fAcreating oneds
Y o u toheed $pecialist knowledge, but can simply download the available tools or even soure code.
I n addi-thésohne, | ffo fkfi tmade twajahshcanrbe downloaded from the Internet. Some
versions are guaranteed by the authors to remain undebgcsetturity defences and some even include a
ifiservice | evel agr eemen tsoforlacertainhperiod of timece creates iew o r gL
versions for the criminal once the original malware is detected. It has been estimated that this service can
cost as little as USB00% In addition, many malicious services, such as botnets, are available & hire.

Malware, and by extensidts main propagation vectospam™ are increasingly combined as key
underpinnings of criminal techniques to make priofther api d1 y | enxt elr wien gMawa®n o my 0 .
has evolved intbma s s ma r k-raakigg schemesbgcause it offers such a profitable business model.
Malware techniques are becoming increasingly sophisticatedomgusers continue to lack apmaate
protection. Understanding the malware business model can help industry participants and policy makers
alike to more effectively combat malware threats by undermining their economic profitability. The spread
of malware is driven by the very real ppest of economic gain although the information tadeby
attackerscan be sought for a variety of purposes (for pure identity theft or corporate espionage, or to gain
access to privileged or proprietary information or to deny access to critical infonnsgistems).

As attackers continue to remain successful at launching attacks, the malware economy becomes self
perpetuating. Spammers, phishers, and other cyber criminals are becoming wealthier, and therefore have

%© Chart provided by Govcert.nivivw.govcert.n).
o McAfee Inc. (2006) ps.
92 MessagelLab&006)p. 14.

9 See infra p. 25.

o As discussed previously in this paper, not all spam contains malware however thg/mBgpam is sent
from information systems that have been compromised by malware.
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more financial power to create largargemes of destruction. It is a big business, often led by wealthy
individuals, with multiple employees and large bankrolls of illicit cash. In addition to an increased
frequency and sophistication of attacks, the amount of daimagmificant®

Modern dtacks demonstrate an increasing level of convergence, with a combination of spam and
soci al engineering designed to yield the greates:
attacks often consist of a series of waves each having@dfisppurpose. A simple attack will aim at
building up a list of valid enail addresses. It will be followed bymeail to the harvested accounts
containing viruses with a payload that makes a u
mach nes are often used to disseminate phishing emsa

Basic economic rationale for malware

E-mail is not at an economic equilibrium beemethe sender and the recipidrgcause it costs
virtually nothing tosend All the costs of dealing with spaand malwareare passed on to the Internet
provider and thei u n wi Fetipientg, @ho are charged fprotective measurebandwidth and other
connection costs, on top of the costs of repairing the computer aigHagt money to scams. At the same
time, aiminalsminimise their costs to the extreme: they pay nogsegpeahecost of running a genuine business,
and pay commission only to others in criminal circles worldwide aadanhparatively low price.

The cost to malicious actors continues to decreadeeay availableemail storagespace increases
Further,the use of botnets maké easier and even cheer to send malware through emaill Today 6 s
criminals often have access to cheap techniques for dtengeemail addresses as well as easy access to
malware and outsourced spamming services. Anti detection techniques are constantly evolving to make it
cheaper to operate, anthlicious actorgan easily switchSPsif their activity is detected and theierwice
terminated.

Both the malware itselindthe compromisedomputerseing used tdéurtherlaunch malware attacks
are a low cost, readily available and easily renewable resource. High speed Internet connections and
increased bandwidth allow for the msaweation of compromised information systems tioatprisea self
sustaining attack systemas illustrated byFigure 7 Furthermore, mlicious actors can replace
compromised information systems that have been disconnected or cleaned, aedntrepandhe
number of compromised information systems as the demand for resources (namely malware and
compromised information systems) for committing cybercrime also grows.

% See fiMal ware: Why should we be concerned?0 for a o
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Figure 7. Self sustaining attack system using malware
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Note: this figure shows how malware is used to create a self sustaining resource of compromised computers that serve
as the backbone of malicious online activity and cybercrime. Information systems connected to the Internet can
become infected with malware. Those information systems are then used to scan and compromise other information
systems.

Underlying business process
The underlying business processes for spam and malware laiimlythe samepattern:

- Developing omacquiring spamming software that can distribute malware.
- Gathering of addresses, targeted or not, and/or developing or acquiring control of a botnet.
- Deliverings p a m, with or without mal war e, from oth

- Publishing frauddentwebsits t o capdamir e user so

In this pattern, certain groups of attackers are active in the entire value chain, starting with the
development of the malware and performing the delivery of the spam and/or malware, all the way to
laundering the moneinto aficleard bank account. Much of the criminal market, however, is segmented
into clusters of expertise with the opportunity to source partners globally, primarily through Internet Relay
Chat (IRC) channels, underground bulletin boards, and onlinenfor

Criminals develop, maintain and sell malware, botnets, spam transmission software, CDs full of
addresses harvested from web pages, lists of open proxy servers and lists simgpermail transfer
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protocol BMTP)*® relays. The lists of addresses ontrols of a botnet are then rented out or sold. These
lists are often inexpensive at around USID for 10 million addresse&n entire online criminal operation
could be carried out at little or no cpghe only hard costs are vario@stilitiesd such as bandwidth,
Internet connection,ienail addresses, or web hosting, and even those can be financed illegally.

While the use of malware to facilitate cybercrime, particularlpnes motivated by illicit financial
gain, has increased, the money madeuphmalicious online activity has become increasindjfficult to
trace. As in traditional criminal investigations, tracing where the money goes by analysing the cash flows
could provide essential information on the attackidmwvever the victims of online aticious activity are
increasingly asked to pay by wire transfers (46% of online scams transactions in the US in 2006), followed
by card payment (28%), both much preferred for their speed and the potential to mask tracks easily, by
comparison with chequas cash, which now represent less than 10% of the payiefisese types of
payments are fast and can be made almost anonymously through the use of multiple financial accounts
across borders. AlternaioVvdobpay méemminhals fyrthds @uirs by u c |
the chain make it even more difficult to trace financial movements. Users of these online payment services
can open an account using a fraudulent namedmapiby a proxy servera shield the originating IP
address.

Simple Mail Transfer Protocol (SMTP) is the factostandard foe-mail transmissions across thgernet

o7 United States Natiom&onsumer League / National Fraud Information Cer2606) p. 2
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MALWARE: WHY SHOULD WE BE CONCERNED?

The growth of malware, and the increasingly inventive ways in which it is beingtassal
personal data, conduct espionage, harm government and business operatd®rs; aser access to
information and servicess apotentially serioushreat tothe Internet economy, to tlability to further e
government for citizen servicdso i ndi vi dual 6 s ,aodolnatiorsdsecurdyc i a | activi

Malware-enabling factors

The capabilitiesof malwaremake ita pr eval ent fAcyber broadereconomic t ool
and social factormaycontribute tats increagdoccurrencesnd the robust state of thealware economy
The following describes some of those factatgch, while they bring important benefits to society, also
facilitatethe existencandpromulgation of malware

Broadband Interneaind its users

In 2006, the International Telecommunication Uni@stimated216 708600 if i x brakdband
Internet subscritre in the world® Furthermore, it is generally agreed tttthere are an average of
1000000 000 Internet users in the world today. As the number of subscribers and users increases, so does
the number of available targets for malwarée increased prevalee of high speed Internet and the
availability of broadband wireless connections make it easynfdicious actorgo successfully carry out
attacks as they can compromise computers at faster uageshe bandwidth to send massive amounts of
spam and aoduct DDoS attacksFurthermore,ie s e fial ways ond connections
mobile and to attack from any location including public places such as Internet cafes, libraries, coffee
shops or even from a PDA or mobile phone deVid®perating from public places allows attackers to
conduct their activities anonymously thus making it difficult to detect and trace their activities.

It is important to note that whilbroadbandechnologes arean enabling factotit is the behaviours
associateavith these technologidbhatare problematic. For example, peopfeenfail to adopt appropriate
security measures when using broadband technolagiggherefore leavtheir connectioropen without
the appropriate security software instaft&d.

Ever moreservices available ohne

Most governments, consumers and businesses depend on the Internet to conduct their daily business.
In 2004, the OECD found thain most OECD countriespver 9% of businesses wi?60 or more
employees had access to the Inéerirms with50 to 249%mployees also had very high rates of act®ss.
Home users rely on the Internet for their day to day activities including shopping, banking or simply
exchanging information and conductinggevernment and-eommerce transactionés the amount of
these services continues to increase, so does thedixelsnunity of users accessitigeseservices oiline.

%8 International Telecommunications Union (ITU) (2007) p. 23

9 McAfee Inc. (2007) p02 and 10
100 This could be the case for any Internet connection, broadband or otherwise.
101 OECD(2006) E-7.
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This in turn increass the available targets for attack or exploitatiwhich providesfurther incentive for
criminals to conduatalicious adtvity .

Operating system and software vulnerabilities

The more vulnerable the technology, the more likely it is to be exploitable through malware. For
example, the security firm Symant&reported a 12% increase in the number of known vulnéiedi
from the first half of 2006 (JanuaiyJune 2006) to the second half (JiinBecember 2006) which they
largely attribute to the continued growth of vulnerabilities in web applications. Microsoft also regorted
increase of nearly 2 000 disclosednarabilities from 2005 to 2008° The increase in vulnerabilities
corresponds to an increase in incidents. Microsoft reported an increase in the number of machines
disinfected by its Malicious Software Removal Tool from less than 4 million at the begoin2@ip5 to
more than 10 million at the end of 20886.

It is important to note that the absence of knaeortedvulnerabilities in a software product does
not necessarily make that product more secure than one that has known reported vulnérabifitas
simply be that similar effort has not been expended to find themddition, tools that find and exploit
vulnerabilities arémproving companies are doing more reporting of vulnerabilities and more people or
Airesearcher so t ha mre @Viedrvulnarabditiesp Firally,i the ggreaseo domplexity of
software- more interconnecting functions that need to work with an ever growing universe of other
software- further increasethe potential for vulnerabilities.

Easy to target average Intexhuser

As the reliance of home users and small to medium sized enterprises (SMES) on the Internet increases,
so do the malware threats they face. Consumers and business are increasingly exposed to a new range of
complex, targeted attacks that use malviargeal their personal and financial information.

Many Internet users are not adequately informed about how they can secamhgemtheir
information systemsThis lack of awareness and subsequent action or inaction contributes to the increasing
prevalence of malware. Most malware requires some form of user actianceptancdo propagate.
Recent surveys from various orgsations show that while more users are taking measures to protect their
information systems, a large percentage of the popuol#itks basic protective measures. For exanaple,
2005 reporcommissioned by the Australian Governmelrust and Growth in the Online Environment,
found thatonly one in seven computeirs Australiausea firewall and about one in three use-topdate
virus protection softwarg? Furthermore, it is estimated that 59 million users in the US have spyware or
other types of malware on their comput&Ps.

The European Commission's EurobarometesoEmunications Household surv&yobserved an
increase irconsume conceris about spam and viruses in 2066r some EU Member Statesp to 45% of

102 Symantec (2007) p. 38.
103 Microsoft (2006b) p. 8.
104 Microsoft (2006b) p. 2®1.
105 OECD(200%) p. 33i 34.
106 Brendler, Bea2007 p. 4.

107 European CommissioBurobaromete(2007) p.89 .
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consumers had experienced significant problems. In 40% of the cases, the computer performance
decreased significantly, in 27% of the cases a breakdown was obsertbd. ame survey19% of
consumers had no protection system at all on their comp@#rsrdata also suggests that home users are

the most targeted of all the sect8tsccounting for 93% of all targeted atta@&sndthushighlighting that

weak user security @ne important enabler of malware.

Impacts of malware

I n many cases, the consequences of inadequate s
society. For exampl e, i f one wuserds computer co
protected and becomes infected, it has the potential to directly impact the security of other interconnected
information systems. One example of this is the use aief®oto launchDDOS attacks against third
par t i sitespmaiseriers or other netwdr&ndwidth or resources.

While many attack trends are increasing, ineverthelessinclear how these trends relate to the
overall damage caused by malware. Detecting a higher number of trojan variants does not necessarily
mean that there is more damagfecould also be a response to improved security defenses. Similarly,
signaling that largecale botnets are shrinking in size does not necessarily mean that the counter measures
are effective. It might be that attackers have found smaller and moreddmotsets to be more profitable.

In short: because malicious attack trends are highly dynamic, it is difficult to draw reliable conclusions
from them regarding economic damage.

However, onsidering the growing proportion of compromised information systemgaected to the
Internet in any single country and the increasing challenges to detect and remove malware, the impacts of
malware on society are, in all probability, rising as a result.

Financial impactsi sampledata

Although precise data on online ciimal activity and the associated financial losses is difficult to
collect, it is generally accepted that malware contributes significantly to these'f8s§esther, where
data on cybercrime and its economic impact is available, businesses and goveaneneités reluctant to
share it publicly.

One association of banks in theitéd Kingdomestimated the direct losseaused by malwar® its
member organisatioHé at GBP 12.2 M in 2004,GBP 23.2 M in 2005, andGBP 33.5M in 2006 an
increase of 90% frorA004 and44% from 2005. It is important to note thatghdirect losses are not fully
representative of the actual financial impact as they do not measure diminished customer trust in online
transactions, loss in reputation, impact on the brand, and itteect and opportunity costs that are
challenging to quantify. Likewise, they do not include costs suclatasir expenses for anaiyg

108 Symanteq2007) p. 5.

For the purposes of thiseasurementSymantec definedit ar g e t ashn IB addrasthdt aitacks at
least three Symantec sensors in a given sector while excluding the other sectors during that reporting
period See Symantec (2007) p. 85.

A 2004 report from the U.S. Joir@ouncil on Information Age Crime showed that 36% or less of
organizations polled reported computelated crimes to law enforcemef®ee US Joint Council (2004)
p.8.

1L Whittaker, Colin (2007) p.11.
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malware, repairing, and cleansing infected machinests associated with the procurement of security
tools (suchas antivirus and antmalware software)or loss of productivity caused by the inability of
employees to interact with a system when affected by an attack

One recent survey of Sihformation technologyprofessionals and managers estimated a slight

decinein the direct damages associated with malWafeom EUR 12.2 billionin 2004, toEUR 10 billion

in 2005, toEUR 9.3 billionin 20063 This decrease is largely attributed to the suspicion that indirect or
secondary losses are actually increastigurthermore, the same survey found that most osgéions
tracked the frequency of malware incidents but not the financial impaétaother survey estimated the

annual loss to bited Statesbusinesses &SD 67.2 billion:

116

Although the malware related costé security measures are considered proprietary, estimates

provided by market players in a recent empirical sttidyanged from 610% of the capital cost of
operations. No clear estimates of the effects of malware on operating expenses were availaigle thého
study found that most orgamatiors did experience such effects. There was evidence throughout the
empirical researchof concern that such effects are important, although no specific indication as to their
magnitude is available.

The cost to indidual consumers may be even more difficult to meashiogyeverit is likely

significant. One example is thenited Stateswhere consumers paid as mudBD 7.8 billion over two
years to repair or replace information systems infected with viruses and sp{fvare

While mostof this data is not comparable across studies and the surveys are often limited in scope, it

does illustrate the magnitude of the financial impact, for both businesses and consumers, resulting fro
malware.

Impacts on market playet¥’

The following briefly illustrateshow some keymarket playersreconfronted with malware
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Computer Economics (2007), p. 5

In this case dect damages refer tabour costs to analyse, repair and cleanse infected systems, loss of user
productivity, loss of revenue due to loss or degraded performance of system, and other costs directly
incurred as the result of a malware attack. Direct damalgenot include preventive costs of antivirus
hardware or software, ongoing personnel costs for IT security staff, secondary costs of subsequent attacks

enabled by the original mal ware attack,

infurance

market value. [Notelssues include limited sample sizes, limited responses, inability to accurately estimate

the costs of a malware incident, the difficulty in detecting malware incidents, and so on.
references should be to estimated éass

Note: such losses were not measured in the survey.
Computer Economics (2007) p. 9

United State§&sovernment Accountability Office (2007), p. 2
OECD (2007b).

Brendler, Beau (2007) (Souce: StopBadware Project)
OECD (2007b).

In all cases,
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Internet Service Providers (ISPs)

Both the costs and revenues of ISPs and hence their profitaditgffectedirectly and indirectly
by malware. The most immediate ¢@$ malware is customer support and abuse management. These costs
may rise further when the ISPs are impacted by blacklists trying to fight infected machines on their
network. Forms of malware that increase traffic volume, such as botnets generating raagsints of
spam, if left uncontrolled, cause opportunity costs to the ISP. The level of these opportusitiepestds
on the capacity utilstion of the existing network. If the network has significant spare capacity, the
opportunity costs of additi@l traffic to the ISP will be low. However, if theetwork is near capacity
utilisation, the opportunity costs may be significant as incremental maimgueed traffic may crowd out
other traffic in the short run and require additional investment iwarktfacilities, in particular routers
and transmission capacity, in the medium and long run. Malware may also affect an ISP indirectly via
reduced revenues if its brand name or customer reputation suffers, for example, because of blacklisting and
reducedconnectivity. ISPs will invest in preventative measures reducing malware, such as filters for
incoming traffic or technology that enable them to quarantine infected customers, only if the cost is less
than the direct and indirect cost inflicted by malware.

Electroniccommerce (EEommerce) companies

E-commerce companieseimpacted by malware in a variety of ways. Many have to deal with DDoS
attacks, often requiring them to buy more costly services from their ISPs so as to protect the availability of
thdr services. Furthermore, malware has been used to capture confidential customer data, such as the
credit card i nformation regi s{anmerce companiés. Sormes t 0 me
sophisticated forms of malware have been able to defeat thépeceasures of online banking sites that
rely on secalled multi-factor authenticatiori i.e. on more than just user login credentials. Even if
customer information does not immediately allow access to financial respuitccan be used to
personalis phishing & mails that try to trick customers into revealing financial information. There are also
cases where the malware is located on the serversmhmerce companies, which are unaware that their
website hosts malicious content that is distributedstwisitors. Typically, it is the-eommerce customers
themselves that are harmetough directly or indirectlfhe ecommerce company may also be affected.
Financial service providers often compensate damages for their customers. For other compardas ther
be reputation effects.

Software vendors

Software vendors are affected in direct and indirect ways. Malware uses vulnerabilities in their
products to infect machines. The damage resulting from these vulnerabilitiesadoapact the software
vendas directly, though it may have reputation effects and require costly response measures. Developing,
testing and applying vulnerability patches is costly, not only on the part of the vendor, but also for its
customers. Software developers typically fad@atilt development tradeffs between security, openness
of software as a platform, user friendliness, and development costs. Investments in security may delay time
to market and hence have additional opportunity cost in the form of losmfingtr advatages. On the
other hand, if reputation affects work, software vendors whose products have a reputation of poor security
may experience costs in the form of lost revenues. These effects are mitigated, however, by the fact that
many software markets tend have dominant firms and thus legkcustomers to specific products.
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Registrars

Registrars have becomarp of the security ecosysteifheir business practices and policies affect the
costs of malware and of the criminal business models built aroureigistrars may derive additional
revenues from domain name registrations, even if they are related to malware, but they do not incur any
specific direct costs. Nonetheless, if their domains are associated with malicious activity, it may result in
an incrasing number of formal and informal abuse notifications. Dealing with such abuse notifications is
costly, requiring registrars to commit and train staff. Suspending domains may also result in legal
liabilities. Furthermore, many registrars mayibeequpped to deal with malware deregistration requests.
Malware domain deegistrations can be very complex to process compared to, for example, phishing
domain deregistrations, which are normally a clear breach of trademark or copyright. Some experts report
that registrar abuse handling teams will often cite insufficient evidence to processgisti@tion request,
although evidence sufficient for many incident response teams has been provided. Because of the risk of
legal actionwherea legitimate domaimould be incorrectlyderegisteed, registrars often prefer to support
their customer rather than the complainant.

One of the economic costs that registrars face is proving the identity of registrants. Certain domain
spaces (.com.au, for example), requitrict tests of company registration and eligibility for a name before
it can be granted. Evidence suggests that these constraints have lowered fraudulent domain registrations in
the .com.au space.

End users

End users form the most diverse grodplayeas ranging from home users to large @avgtions or
governmental orgarndgions. End user machines, from home PCs to corporate web servers, are the typical
target of malware. The economic impact of these infected computers is distributed across theludole va
system. Some of the impact is suffered by other market players, not by the owners of the infected
machines, although there is also malware directly impacting the owners, for example by stealing sensitive
information from the compromised machine.

Erosion of trust and confidence

Soci etyods heavy reliance on i nformati on syste
compromise of those systems potentially serious. Malware is an effective and efficient means for attackers
to compromise large numbers ofanination systems, which cumulativeias the potential tandermine
and erode societybds ability to trust the integrit
The failure to provide adequate protection for the confidentiality andrityterj online transactions may
have implications for governmentsusinesses and consumers. For example, electronic government (e
government) services, such as online filing for taxes or benefits, are likely to include personal data that if
compromised culd be used to commit fraud. Information systems in small businesses or large public and
private sector orgasiations might be used to access suepoeernment or electronic commerce (e
commerce) services.

The nature of malware is such that it is nosgible to trust the confidentiality or integrity of data
submitted or accessed by any computer host compromised by malware. It is often difficult to readily
distinguish a compromised host from one that is not compromisecsdresult, in an environmdike
the Internet, in which malware has taken hold, connections frdetted hoss must be treated as
potentially suspect. Therefore, the ability to have trust and confidence in online transzatidrefurther
reduced because traditional mechanisondbtiilding trust and confidence in the information economy such
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as authentication, encryption and digital certificates can also be subverted, bypassed or manipulated by
malware?

In recent years, a number ofrégeyshave been conducted which show thatszoners are concerned
about security and privaaysks associated with providing information online or conducting transactions
online ' The key point of these breys is that if security and privacy concerns were better able to be
addressed, then many resoconsumers would usecemmerce, danking and various-government
services than currently is the case, thus enhanlgw®conomic benefits and efficienciespected from the
use of theselatforms.

There are other studies, however, which sttbat theconvenience and efficiency of the online
channel is driving growth in participation incemmerce and-banking despite these concerns. In 2006,
RSA Security announced tHest Internet Confidence Index designed to measure changes in US and
European corflence in secure online transactions among consumers and bustffeaseke time, the
annual Index, based on data gathered from business and consumer audiences in the United States, the
United Kingdom, Germany and Francevealed that the willingness toansact online was on average
outpacing trust and that both businesses and consumers were absorbing the risks in order to reap the
benefits of online transactions.

These two seemingly contradictory pieces of evidence point out that the role and intpasitisfnot
yet adequately understood and that indiéasl difficult to measureconsumer trust and confidence in the
online environment. However, empirical evidence reveals titaimenerce companigsenefit greatly
from the ability to conduct businessline®. Given the estimated efficiency gains in the financial sector,
for example the cost savings associated with theormous volume of transactions trandateo a very
powerful incentive to move as much volume of these services as pasdibie Repeatedlyn the study
e-commerce companigadicated thatsecurity investment levelsere much higher thajustified by the
direct losses, often by one or two orders of magnittftielearly direct losses are not seeniadicative of
the overall problemit would be much more devastating, for example, if online fraud drmasdomer trust
or sloneddown the uptake of online financial services.

Risk to critical information infrastructures

Critical infrastructure at the basis of our society, such as pogréds or water plants, are nasften
dependent upon the functioning of underlyingblised networks for #ir instrumentation and control.
Most industrial control systenthat both monitor and control critical processesre not designewith
security h mind let alonefor a globally networked environmenbut are now increasingly being
connecteddirectly or indirectly(through corporate networkgo the Internet and therefore face a new set
of threats As these systemisecome based omore openstandirds- using Ethernet, TCP/IP and web
technologies they become vulnerable to the same security threats that exighé&mformationsystems.

120 SeeAnnex Bfor a more detailed discussion of how malware may subvert these security technologies and

countermeasures.

121 Australian Government, Office of the Privacy Commissid2604); Consumer Reports WebWatch

(2009, Gartne (2005; RSA Security (2006) TriCipher(2007).
122 RSA Security(2006).

123 OECD (2007b)p.43; For example,two intervieweesfrom the financial sector estimated that online

transactions were in the order of 100 times cheaper than processing those transachioastiofough
their branch offices, mail or phone.

124 OECD (2007b) p. 48.

42



DSTI/ICCP/REG(2007)5/FINAL

Thus, te disruption of critical information infrastructure systems through malware has the potential to
impact the public and private sectors and society as a whole.

There have been a few cases where attacks using malware have directly or indirectly affected critical
information infrastructure. For example, in Russia, malicious hackers used a trojan to tadeoft@ngas
pipeline run by Gazprotf°l n January 20 &&m,which cafisSd najormpsbleins for IT
systems around the world, penetrated the safety monitoring sys@tdSanuclear plant for nearly five
hours'®® The US Nuclear Regulatory Commissiinvestigated the incident and found that a contractor
established an unprotected computer connection to its corporate network, through which the worm
successfully inf ettMerdrederile thedited Btatesindictadelanmes Bréwer for
operating a botnet aver 10,000 computers across the world, including computers loca@edlaiCounty
Bureau of Health Service€CBHS). The malware caused the infected computers to, among other things,
repeatedly freeze or reboot without notice, thgredusing significant delays in the provision of medical
services and aess to data by CCBHSaff.'?®

Although governments are often reluctant to disclose instances of attack against the critical
infrastructure, it is apparent that protecting the inforomasystems that support the critigafrastructure
has become exceedingly importafitDespite only a few reported cases, it is widely understood that
critical information systems are vulnerable to attack. For example, although the 2003 blackout in the
northeast US and Canada was attributed to a software falaéysis of the incident demonstrated that the
systems were vulnerable to electronic attack, including through the use of mafware.

Challenges to fighting malware

Protecting against, detecting camesponding to malware has become increasingly commex a
malware and the underlying criminal activity which it supports are rapidly evohdgtaking advantage
of the global nature of the Internd¥lany organisations and individuals do not have teeuces, skills or
expertise to prevent and/or respond effectively to malware attacks and the associated secondary crimes
which flow from those attacks such as identity theft, fraud BBS. In addition, the scope of one
organi sat i on 06 sheprablerh of mdlware is limitew.mb at t

Many security companies report an inability to keep up with the overwhelming amounts of malware
despite committing significant resources to analysis. One vendor dedicates 50 engineersitg anealy
malware samples arfthding ways to block them, but notes that this is almost an impossible task, with
about 200 new samples per day and growihdsnother company repat it receives an average of
15000 filesi and as many as 70 00(per day from their product users as el CSIRTs and others in
the security community?> When samples and files are received, security companies undertake a process to

125 Denning, Dorothy (2000).
126 PoulsenKevin (2003)

127 United States Nuclear Regulatory Commission (2003).

128 United States District Court Northern District Of lllinois Eastern Division (2007).

129 A recent OECD ReporfThe Development of Policies to Protect the Critical Information Infrastructure

highlights this point. & DSTI/ICCP/REG(2007)2-INAL.

U.S-Canada Power System Outage Task Force Final Report p. 131.
131 Greene, Tin{2007).

182 OECD Q007c) pg. 7.
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determine if the file is indeed malicious. This is done by gathering data from other vendors, conducting
automated analysisy &y conducting manual analysis when other methods fail to determine the malicious
nature of the codéne vendor estimated that edtdration of this cycle takes about 40 minutes and that
they release an average of 10 updates pef*d&urthermorethereare many security vendors who all
have different insiglstinto the malware problem

Most security technologies such as afiiis or antispyware products are signatiipased meaning
they can only detect those pieces of malware for waitkdentifier, klmwn as disignaturé already exist
and have been deployed. There is always a time lag between when new malware is released by attackers
into thefAwildo, when it is discovered, wheantivirus vendors develop their signatures, and when those
signaturessred at ed ont o users and organisationso i nfor me
this period of heightened vulnerability. It is widely accepted that signature based solutions such as anti
virus programs ar e | ar gsecomplexi andsprevalert mdware.t Fot example mb a t
one analysi§* that explores antivirus detection rates for 17 differentdnis vendors reveals thain
average, only about8.16% of malware was detect&tircumstantial evidence such #ms indicates tht
attackers are actively testing new malware creations against populairastprograms to ensure they
stay undetected.

In addition, maliciousactorsexploit the distributed and global nature of the Internet as well as the
complications of law and jisdiction bound by traditional physical boundartesdiminish the risks of
being identified and prosecutdebr example, a large portion of data trapped by attackers using keyloggers
is transmitted internationally to countries where laws against cybgr@are nascent, naxistent or not
easily enforceable. Although countries across the globe have recognised the seriousness of cybercrime and
many have taken legislative action to help reprimand criminals, not all have legal frameworks that support
the presecution of cyber criminaf$® The problem bwever is even more complicatediaf®rmationmay
be compromised in one country by a criminal acting from another country through servers located in a
third country, all together further complicating the problem

Law enforcement agencies throughout the world have made efforts to pragdmerteriminals. For
example, lhe Computer Crime and Intellectual Property Section of the US Department of Justice has
reported the prosecution of 118 computer crime cases 18981 2006 Although global statistics on
arrests are hard to determine, one company estimated worldwide arrests at 100 in 2004, several hundred in
2005 and then 100 again in 2086While these cases did haecessarily involve malware, théglp
illustrate the activities of the law enforcement community. It is important to note that the individuals
prosecuted are usually responsible for multiple attacks. These figures are low considering the prevalence of
online incidents and crime. They highlight thengiex challenges faced by law enforcement in
investigating cybercrime.

Furthermore, the volatile nature of electronic evidemed the frequeniack of logged information
can often mean that evidence is destroyed by the time law enforcement officers tia@ gecessary
warrants to recover equipment. The bureaucracy of law enforcement provides good checks and balances,

133 OECD (2007c) pg. 7.
134 Information provided to the OECD by CERT.br, the national CSIRT for Brazil.

One website provides a survey of cybercrime legislatiadocumented 7 countries with some existing
cybercrime law. Sebttp://www.cybercrimelaw.net/index.html

136 United States Department of Justi€emputer Crime & IntellectudProperty Section.

137 Green, Tim(2007a).
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but isoftentoo slow to cope with the speed of electronic crime. Additionally, incident responders often do
not understand the needs ofrlanforcemenand accidently destroy electronic evidence

Today, the benefits of malware seem to be greater for attackers than thef nsidertaking the
criminal activity. Cyberspace offers criminals a large number of potential targets and ways te deriv
income from online victims. It also provides an abundant supply of computing resources that can be
harnessed to facilitate this criminal activity. Both the malware and compromised information systems
being used to launch the attadlavea low costarereadily available and frequently updated. High speed
Internet connections and increased bandwidth allow for the mass compromise of information systems that
renew and expand the self sustaining attack sydgmontrastcommunities engaged in fighting naare
facenumerouschallenges that they cannot always address effectively.
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MALWARE: WHAT TO DO?

Many would agree that the damage caused by malware is significant and needs to be reduced

althaugh

its economic and social impacts may be hard to quantify. That said, several factors should be

considered in assessing what action to take, and by whom, against malware. These include: the roles and

responsibilities othe variousparticipans,

138 the in@ntives under which they operate as market plaa®rs

well asthe activities alread undertakenby those communitiesnore specifically involved irfighting

malware

Roles of

individual, business and governmergarticipants - Highlights

Malware affects idividuals, businessand governmenin different ways All thoseparticipantscan
play a role in preventing, detecting, and respondingngdware with varying levels of competence,
resource, roles and responsibilities, as called for irOBED Guidelinesdr the Security of Information
Systems and Networks: Towards a Culture of Secyrity h e i OECD SecuBettery Gui
understanithg the rolesand responsibilitiesf the variougparticipants irrelation tomalwareis important
to assessing how to eafice the fight against malware.

Among the various participanthose concerned by malware are:

T

Users (lmme userssmall and mediuirsized enterprises (SMEs)public and private sector
organisationswhosedataand information systems are potential targatd who have different
levels of competence to protect them.

Software vendors,who have a role in developing trustworthgpte| safe and secure software.

Anti-virus vendors, who have a role in providing security solutiongsers(such as updating
antrvirus software with théatest information on malware).

Internet Service Providers (ISPs), who have a role in managing the netisowdsich the
aforementioned groups connect for acceshedrternet;.

Domain name registrars and regulators, who detexrifia domain is allowed to be registered
and potentially have the power to deregister a domain that is used to commit fraud or other
criminal activity, including, for example, the distriburi of malware.

CSIRTs, frequently the national or leadioges (often government), which have a role, for
example, in detecting, responditgand recovering from security incidents and issuing security
bulletins about the latest computer network threats or vulnerabilities associated with malware

138

According to the 200DECD Guidelines for the Security affbrmation Systems and Networks: Towards a
Culture of Security fipartici pantso refers to government s, b
users who develop, own, provide, manage, service and use information systems and networks.
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attacks; or in cbordinating nationally and internationally the resolution of computer network
attacks affecting its constituency or amating from its constituency.

1 Law enforcement entities, which have a mandate to iigate and prosecute cybercrime.

1 Government agencies, vahi have a role to manage risks to the security of government
information systems and the el information infrastructure.

1 Governments and intgjovernmental organisations, which have a role in developing national and
international policies and legal sttuments to enhance prevention, detection and response to
malware proliferation and its related crimes.

Incentives and disincentives Highlights**°

Better comprehension of how market players are or are not incentivisag i®dmportant to
understanchow they are responding to malwaaid again to assessow to enhance the fight against
malware Incentives are shaped by the costs and benefits associated with the possible responses of each
market player. In some cases, there may be strong incentives farkat mlayer to develop policy and
technical approaches to more effectively combating malware. In other cases, incentives may be less
obvious or even noeaxistent. Actors make their own tradeoffs regarding what kind of security measures
they deem approptie and rational, given their business model.

Very limited information as to how individual actors actually make their information security
decisions is available in the public domain, which makes it difficult to calibrate any form of public policy.
Econanmic decisions with regard to information security depend on the particular incéf{perseived by
each market player. These incentives are rooted in economic, legal, and other mechanisms, including the
specific economic conditions of the market, thertiépendence with other players, formal legal rules as
well as informal normsldeally, the relevant incentives should assure that private costs and benefits of
security decisions match the social costs and benéfitg.policy strategy to combat malwareetkfore
needs to take into account the existing incentive mechanisms and examine whether they could potentially
be madified to produce more efficient outcomes at the societal level.

To illustrate, an online financial service provider might decide thas inore coseffective to
compensate the damage of customers vistithiby malware, rather than to introduce new security
technology reducing this damage. Not only may those technologies be more costly than the actual direct
damage, they could raise thertiers for customers adopting these services. The incentives under which
these service providers operate may make it economically rational to keep the damage of malware at
manageable levels, rather than to push it back further.

139 OECD (2007h)

140 Incentives are often classified in monetary (remunerafiv@ncial) and nommonetary (nosfinancial,

moral) factors. Financial incentives include factors such as tying the salary of an employee to corporate
performance, the ability to make a supermal profit by pursuing a risky innovation, or the bottom line
effects of potenti al d afimangaeinceéntivesancdmpassrivsns angé \alues,at i o
typically shared with peers, and result in a common undwtisig as to the right coursé action or the set

of possible actions that should be avoided in a particular situation. Financial incentives typically connect
degrees of achievement of an objective with monetary paymentsfiddmtial incentives work through
selfesteem (or guilt)rad community recognition (or condemnation).
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At the societal levelthe key policy question is whether the decisions of actors take into account the
costs and benefits that result from their response to malware. There are instances where the incentives of
actors do not reflect the costs their decisions impose on dathershese costs are externalizech ét-
cited example of externality is the lack of security of a category of end users whose machines are infected
with malware but who themselves are not bearing the costs of these infections directly as the malware does
nottarget the host machine but is used to attack others.

Externalities related to malware

Realworld markets rarely meet the preconditions that are assumed tecduadding to standard
econom¢ theory. For example, decisianakers rarely have complete infaation; they operate under
conditions of bounded rationality and behave opportunistically. For these ressahweprld individual
decisions areoftena pr ocess of i mudd]|l i n-gesttsdiutions, gspegiallysire @no n d
environment of rapidechnological change. Moreover, many malwaalated externalities and costs have
their origin in illegal or criminal behavim of illegitimate players imposing costs on other market players.

Assessing the direct and indirect economic cost of malware guidrieg countermeasures is an
important issue. As the provision of security entails cost, tolerating a certain level of insecurity is
economically rational. The resulting level of security is dependent on the costs and benefits of security.
Relevant quegns that need to be addressed inclatde:market players taking the full range of costs into
account when making security dgions? What costs are externatigo other market players or society at
large? Finding$* regarding incentives and externalitisoss the value net of the different market players
confronted with malware reveal three situations: no externalities, externalities that are borne by agents in
the value net that can manage them, and externalities that are borne by agents who cageatheranor
by society at large.

No externalities

This concerns instances in which a decision-making unit, be it an individual user or an organisation, correctly assesses
security risks, bears all the costs of protecting against security threats (including those associated with these risks) and
adopts appropriate counter measures. Private and social costs and benefits of security decisions are aligned. This
situation would be economically efficient but, due to the high degree of interdependency in the Internet, it is rare.
Measures undertaken or neglected on one stage of the value net will typically affect the whole system. That does not
mean these situations are non-existent. In principle, end users i be they large organisations or skilled home users i
who use stringent security policies and successfully prevent their machines from being compromised generate no
negative externalities for the rest of the value net. It is not unreasonable to assume that there are cases where
malware is successfully fought off.

Externalities that are borne by agents in the value net that can manage them

This concerns instances in which an individual unit correctly assesses the security risks but, due to the existence of
(positive or negative) externalities, the resulting decision deviates from the social optimum. Such deviations may be
based on lack of incentives to take costs imposed on others into account, but can also result from a lack of skills to
cope with security risks, or financial constraints faced by an individual or organisation. As long as somebody in the
value net internalizes these costs and this agent is in a position to influence these costs i i.e. it can influence the
security tradeoffs of the agents generating the externality i then the security level achieved by the whole value net
may not be too far from the optimum. This scenario depicts a relatively frequent case and numerous examples in the
empirical study were found that confirm externalities were being internalised by other market players.

141 OECD (2007b) p.49.
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Externalities that are borne by agents who cannot manage them or by society at large

An individual unit correctly assesses the security risks given its perceived incentives but, due to the existence of
externalities, this decision deviates from the social optimum. Unlike the previous scenario, no other agents in the
information and communication value net absorb the cost or, if they do, they are not in a position to influence these
costs i i.e., influence the security tradeoffs of the agents generating the externality. Hence, costs are generated for the
whole sector and society at large. These are the costs of illegal and criminal activity associated with malware, the costs
of restitution of victims, the cost of law enforcement associated with these activities, and so forth. Furthermore, they
may take on the more indirect form of slower growth of ei commerce and other activities. Slower growth may entail a
significant opportunity cost for society at large if the delayed activities would have contributed to economic efficiency
gains and accelerated growth. A comprehensive assessment of these additional costs will demand a concerted effort
but will be necessary to determine the optimal level of action to fight it.

Overall incentive structures for market player

A research projet” conductedto better understand current incentive structures and possible
externalitiesshows thathe overall response to malware emerges from the interaction wiatketplayers
and the degree of compatibility (or incompatibility) of their respedticentive structures. It seems that
the incentives of many of the commercial stakeholders are reasonably aligned with minimizing the effects
of externalities on the sector as a whole. The incentives vary in strength and in some cases they are fairly
weak.However,the study showthatthe market players studied experience at least some consequences of
their security tradeoffs on others. In other words, feedback loamgdmme of the costs imposed on others
back to the agent that caused thieeven if insome cases the force of the feedback loop hdardmeen
too weak or too localed to bring theibehaviouiin line with the social optimum.

For some players an important mechanism to achieve this approximate result is the interdependence
between them. Imother instances it is reputation effects that align incentives with the socially optimal
choice. Both effects may operate independently or jointly, as in the case of ISPs. For instance, a user with
insufficient malware protection may cause an externaiitypse cost is, in part, borne by the service
provider, in part by other ISPs, and in part by society at laegg ¢osts of law enforcement, overall
reduced trust in-eommerce). An ISP may incur costs to enable its network to isolate single users that
might spread malware due to insufficient protection atths er 6 s ma c hd enternalityRsathug o f
internalised by the ISP because of the incentives of the provider to protect the integrity of its services and
to avoid blacklisting and the negatiedfects this might entail for its operating costs, its reputation and
consequently its revenues and growth prospects.

Among other findings, the research also shows tlimreas some external effects are intesadliat
the level of the whole informatioeconomy ecosystem, there are some effects that need to be considered as
externalities to society at large. For example, malware and its effects may tarnish the reputation of
industries that rely heavily on electronic transactions, such as banking ongesufeelectronic platforms
are used less frequentlyanwould otherwise be the case, then the forgone efficiency improvements can be
considered an externality cost to society of malware. Moreover, malware may diminish trust in the working
and security be-commerce overall. Again, if this results in slower diffusion and grpwtie could
consider the unreakd potential efficiency gains as a cost to society. Such potential gains could occur at
the sector level but they could also manifest themselvisner overall economic growth rates. There is

142 OECD (2007b)i The research conductéd-depth interviews in five countries with representatives of

market players including Internet Service Providers (ISPsjpnemerce companies inclnd online
financial services, software vendofsardwarevendors, registrars and end usércomplemented by
interviews with regulators, CSIRTs, ICANN, security services providers and researchers.
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evidence throughout thstudyof concern that such effects are important, although no specific indication as
to their magnitude is available.

Security problems and the related economic ctistsociety may havéwo roots:i) they are the
outcome of relentless attacks on the information and communicafi@stimcture by criminals, anid)
given an overall external threat level, they may be aggravated by discrepancies between private and social
costs and benefit which are the outcome of decentralized decisiaking in a highly interrelated
ecosystem. Both actors in the criminal world and within the information and communications system
respond to the economic incentives they face. For the market players ddgetiz® empirical study
mentioned abovyea mixed incentive structure exists whiatcludes positive incentives as well as
disincentives to take action against malware.

What is already being done Highlights

Betterunderstandingf the naure, successesd limitationsof ongoing action by communities more
specifically involved in fighting malware is also important to assessing how to enhance prevention of and
response to malwareuBstantial efforts byariousparticipants have beemadewithin OECD counties
and APEC economies and tite international level tojnter alia, raise awareness, measure malware,
develop or amend legal frameworks, strengthen law enforcement, and improve ré&§pBosexample:

Many welsites and resources exist to help end usedsSMES seure their information systems.

Many entities track, measure and sometimes even publish data on their experience with malware
and related threaté! Furthermore, schemd®’ exist to provide single, common identifiers to

new virus threats and the most prevalent virus threats in the wild to reduce public confusion
during malware incidents.

T Sever al i nfor mal net wor ks have been created t
ability to respond to incidents resulting from malwaGERT/CQC has catalogued 38 national
CSIRT teams, 19 of which are in OECD countries, and 16 of which are in APEC ecotfSinies.
addition, they hold annual meetings for national CSIRT teams to gather and share information
about numerous issues, including malware.

1 Numerous countries across the world hdegal provisions against hackingpam, data
interference, and system interference. Furthermore, the Convention of the Council of Europe on
cybercrime is the first and only legally binding multilateral treaty adiligshe problems posed
by the spread of criminal activity online and 43 countries across the gfteb@w party to the
Convention.

143 Foradetailed breakdown of specific efforts, seendr C.

144 See Annex Ai Data on Malware

145 One example of such a scheme is the Common Malware Enumeration (CMBE3t thetificationof which

waspublished on January 19, 2007 ($e#p://cme.mitre.orglata/list.html- it is difficult to know whether

the delay in assigningCME referenceds a result of political problems with the projeetjack of ce
operation from vendors, or attacks becoming more targeted and therefore falling outside the oojginal sc
of malware that CME addres3eSome experts consider thaadking malware consistently across the
industry is as large a problem as it was several years agevengreatertoday due to the significant
increases in the number ofihe-wild samplesTherefore, the problem of common malware identifiers is
an issuehat could still need to be addressed practically.

146 CERT Coordination Centé2006).
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1 Law enforcement agencies and organisations across the world have made important efforts to
find malicious actors and brirtgem to justice for the crimes they commit. The law enforcement
community has created points of contact networks and other similar schema to helpmiless
co-operation in recognition that the majority of these crimes cross legal and jurisdictional
boundaries. Law enforcement agencies and business typically use tools which implement the
Whois protocolto query database servers operated by the domain name registrars and Regional
Internet Registries for data on domain name owners, Internet Protocolsadddegutonomous
System Number allocations that can identify the asserted physical locations where unlawful
activity is taking place, and the relevant service providers (ISPs), which, in turn, can provide
information regarding their customers.

1 ISPsare opeating in highly competitive markets and are taking proactive steps in the fight
against malware, such as quarantining infected machines

1 Software vendors have increased efforts to improve the security of their software. The
deployment of vulnerability pahes has improved. Arguably more importamgny software
vendors put softwardevelopment processes in place that are increasingly aware of and focusing
on security issues.

1 Governments across OECD countries and APEC economies are taking policy, |egeshativ
technical measures to address malwaten particular, they are working, ico-operation with
the private sector, to protect their government criticidrmationinfrastructure from electronic
attack.

These communities have made significant e$fdd address the issue of malware and anecdotal
evidence suggests a much greater awareness of the prolderonlly a few years agdhe nature of
malicious and criminal online activithowever,is such that theseommunitiesarea | way s @A cat c hi 1
with the malicious activities. Thigeport has showthat eliminating all malware is neither feasible nor
economically rational but making it harder for malicious actors to sudcégmough prevention and early
detectioni and making them liable when they tdhrough better policies, procedures, legal frameworks
and law enforcement are examples of actions that are within the roles and responsibilities of the
communities fighting malwarand could significantly help close the gap.

Possible mext steps

This reporthas only begun to lay the foundation for understanding the malware phenomenon and
how it is evolving. Further work in many areas could and should be dosadia better understanding.
Fighting malware is complex and would benefit from more cempnsive measurement,i codination
and policy solutions. While many ongoing initiatiV€sare contributing important resources to combating
malware, there remain a number of areas for improvement.

A global partnership against malware

The need for a corgtent approach to a global problem is not new but malware presents particular
complexities du¢o the wide variety of actors with responsibility for combating malware. The communities
involved in fighting malwarewhether governments, businesses, useitheotechnical communifyieed to
improve their understanding of the challenges each of them facesamoerate i within their

147 SeeAnnex C.

148 Ibid.
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communities and across communitie® address the problem. Furthermore, theioperation must occur
at the global level.tlis not enough for one country or one community to effectively self agéndbthers
do not do so as well.

In light of the needfor a holistic and comprehensivapproach to malwarea common point of
departure from which to buildo-operation and colletive action could be to launcht the international
level a global A A nMaiware Partnership involving government, the private sector, the technical
community, and civil societySuch collaboration across the various communities involved with fighting
md ware could benefit from the exper i-Sparc®oolkgai ned
Different international public and private organisatiomduding the OECD and APEE€ould partner and
lead the work in their area of competence. They could thedupe joineelp policy guidance to fight
malware on all frontspfoactive prevention strategiesy-operaton for response, legal frameworks/law
enforcement, technical measures, econoaspects measuement of malware global co-operation).
Specifically,thefi A AMaliwarePartnership could examine the followinglement§™

Proactive prevention strategies

This element could examiradl or part of thefollowing:

1 Reduction of software vulnerabilitieg.§. secure software development could be encouraged;
governments could maximize their influence as buyers of software by requiring more secure
software products as paf their procurement process).

1 Awarenesgaising and educationg.g. further efforts should be made to improeeline users
awarenessf therisks related to malware and of the measures they should take to enhance the
security of their information systems)

1 The possibility to include security and abuse management in registrar accreditation procedures
and contracts.

i Standards and guidelinesd. update of security manuals such as the IETF Security Handbook
RFCs should be encouraged to include new challenges such as those presented by malware)

1 R&D (e.g. malware detectionand analysis, security usability how people interact with
machines, stfvare and online resourges

Co-operation for response

This element couldxaminejnter alia, the following:

1 CSIRTsco-operation €.g.CSIRTswith national responsibilitgould share points of contact and
work collectivelyto improve information sharing

1 Codes of practicee(g.a common code of practice for ISPs @bie developed at the national
and global leved in co-operation with governmentdikewise, acommon code of practice for
DNRs could be developed at the national and global demeto-operation with ICANN, the
Internet communityas well as others, as necessary).

149 SeeAnnexF for preliminarysuggestionsn these topics
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Legal frameworks/Law enforcement

This element couldxaminejnter alia, the following:

1 Government effds to provide mutual assistan@nd share information for the succes$sfu
attribution and prosecution of cybercriminals.

Co-operation between CSIRT teams and law enforcement entities.

Resourcesnecessaryfor specialsed cyberdme law enforcement agencies to be able to
investigate and prosecute cybercrimecmoperation with other concerned public and private
stakeholders.

Technical measures

This element coulédxaminejnter alia, the following:

1 Technical measures such as filtering, DNSSEC, sinkholing and many others could be examined
to understand how they would help fighalware.

1 How usersmight be providedwith better tools to monitor and detect the activities of malicious
code, both at the tim@hena compromise is being attempted and afterwards

The economics of malware

This element could examiniter alia, the following:
1 How to grengthen existing securignhanang incentives of market players.

1 Introdudion of securityenhancing incentives through alternative forms and levels of legal rights
and obligations to the different stakeholders

9 Efficiency of measures toternali® externalities by market players other than those generating
the externality

Measuring the malware problem

This element could examine and fostéfods to more accurately and effectively measure the
existence animpacts ofmalware

Global co-operation

This element could examine the following:
1 The crosscutting need for information sharing,i@rdination and crosBorderco-operation.

9 Suggestions for disseminating theti-malwareguidanceat the global level and following up on
its implement&on.

Only aholistic approach involving an integrated mix of policy, operational procedure and technical
defencesanensure that information sharing,iasdination and cro$®orderco-operation are effectively
integrated and addressékhe success ofuech a globafi A nMalware Partnership would require active
engagement from all participan8Suchan effort however,would demonstrate significant advances in the
internationalc o mmu n i t y 6ogercarie bhstactegto addressing a global threatr#dterarethrough
global ca ordinated action.
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CONCLUSION

There is no simple solution to the complex problems presented by malware. The openness of the
online environment and the distributed urat of the Internet while important factors for growth and
innovation, also present challenges for securing information systems and networks. Malware has the
potential to adversely affect any and all Internet users from enterprises to governmentsser&ntvhile
malware often propagates through the Internet, it is important to remember that it is software which can be
introduced into Internet connected and +hoternet connected computer systems. Malware whether used
directly, or indirectly, to condtt malicious activity online erodes trust and confidence in the Internet and
the digital economy.

The 20020ECD Guidelines for the Security of Information Systems and Netvpodisde a list of
broad information security principles all of which are retevand applicable to the fight against malware.
The nine principles (Awareness, Responsibility, Response, Ethics, Democracy, Risk assessment, Security
design and implementation, Security management, Reassessment) concern participants at all levels,
including at the policy and operational levelfie Guidelinegan and should be applied to the challenges
raised by malware today.

The rapidly evolving nature of malware makes internaticoaperation essential to addressing the
problem. Thisco-operation shold be supported ahenhancedy accurate and quantitative measurement
of the problem and the underlying economics at play. While this paper details many of the problems
presented by malware, it is only a first step in moving towarsolution. A holistiand multistakeholder
proactiveapproach is needed take advantage of atipportunities for improvement across the various
communities addressing malware.
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ANNEX A - DATA ON MALWARE
Overview

Although malware as we know it today is a relatively new phenomenon compared to the early days of
worms and viruses, it is growing and evolving at impressive rates. Trends in data show that while the
categories of malware used to conduct malicious agt{ii. virus verses trojan) change and evolve over
time, the use of malware is steadily increasing.

Computer Security Incident Response Teams (CSIRTs) or Computer Emergency Ré&gamse
(CERTS), software and antirus vendors, and more generally ségucompanies are examples of entities
that track and monitor the existence of malware. While the data provided below is helpful in understanding
elements of the malware problem, it is not easily comparable in real and absolute terms and thus this paper
does not attempt to make comparisons or draw conclusions across disparate sets of data. This section is
primarily intended to demonstrate the type of information available and different amapgispectives
from the organiations listed below.

Data provided by CSIRTS
AusCERT

AusCERT s the national Computer Emergency Response Team for Australia. AUsCERT provides
computer incident prevention, response and mitigation strategies for members

In Figurel, each incident represents a single unique URL or domime that is hosted by one or
more compromised computers for the purpose of stealing sensitive information and access credentials from
other computers. Multiple incidents can be associated with one attack, which is the set of compromised
computers needdd launch the attack and collect the stolen data. The number of IP addresses associated in
a single incident and a single attack is variable but can range from 1 to around 100.
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Figure 1
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Figurel does not include specific comgmised hosts involved in any single attack or incidely
URLs and domain names. Nor does this depict the number of computer infections (compromised hosts)
that occur due to each attack of which themegenerally many hundreds or thousands.

The hidn figures for July 2007 are due to the storm trojan (often incorrectly referred to as a worm). It
does not automatically propagate and has P2P botnet C&C functioimadityalia.
CERT Brazil (CERT.BR)

CERT.bris a national CERT which collects publictittics on the incidents that are reported to them
voluntarily. For example, a home user can report when he/she receivédnail that is clearly a fraud
attempt, with a link to a malware executable. CERT.br tests to see if the executable i$lstidl and
then reports the occurrence to the host of the site. They also submit a sample of this malware to several

antivirus vendors to ensure that it has been widely detected.

CERT.br data is divided into four categories: intrusions, web attacks, dea@lafe, and fraud.
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Table 1. CERT.BR Incident Reports

Year Total number of | Worm™*®° DoS Intrusion ! | Fraud®?
incidents reported

2004 75 722 42 268 104 248 4 015

2005 68 000 17 332 96 448 27 292

2006 197 892 109 676 277 523 41 776

CERT/CC, United States

The Computer Emergency Response Team Coordination Centre (CERT/CC) at Carnegie Mellon
University collects data on malware from public and private soufiese 2006, CERT/CC has been
collecting, analysing and cataloguing every piece of malware it is abledtthat has been distributed via
the Internet or whic otherwise has found itself incomputer systems. While many malware artefacts
have similar functionality, each one is considered to be a unique variant if it generates a unique MD5 or
SHAL1 hash faction!®® Therefore, some types of sg@ifopagating malware such as viruses and worms
which produce many thousands of identical replicas would be counted as a single'Variant.

Hence the figures below from CERT/CC, while not necessarily complete, ardelesstsignificant
in their depiction of malware trends, which shew exponential increase in malware artefactfsom
January 2006 to March 2007. From less tha@@Din January 2006, the total number of artifacts rose to
350000 in March 2007, as repmged in Figure 2 below. For each month of the same period, Figure 3

150 The worm categgrare reports received of worm/bot propagatiew,. port scans of commons ports used

by worms/bots to propagate (445, 135, 5900, etc). These reports are usually sent by firewall
administrators and even home user using personal firewalls, etc. It istampto note that the worm
category does not try to count machines infected by worms, but incidents regarding worm propagation
attempts.

151 Intrusion, according to CERT.BR classification, is a system comprdnifse is determined by the system

owner/adnmistrator and reported to CERT.BR. For example, a Linux server administrator sends
CERT.BR a report saying his/her machine was compromised, a rootkit was found, etc.

152 The fraud category refer to various fraud types: copyright infringements, credifraad] traditional

phishing andnalwarerelated fraud. The last one is the majority of the cases in Brazil.

153 Attackers often generate a new malware variant from an existing piece of malware by simply changing the

manner i n which tdhendado deaciksed®dc o mmrtéhsese t han changi
example, see: http://us.trendmicro.com/us/threats/enterprise/glossary/c/compression/index dbp

variants produced in this manner are not each given a new CME number. Multiple variants, which are
considered to be identical in functionality andnfowill have the same CME numbeavhereas even small

variations in  malware byte code will produce aewn CME number. See:
http://cme.mitre.org/cme/process.html

154 This approach is important as counting each infection from a single large worm or virus outbreak can skew

the results and does not refletietactual level of development of new variants by many attackers
specifically in order to evade detection by aritus products.

155 An artifact is a file or collection of files which may be used by adversaries in the course of attacks

involving networkedcomputer systems, thaternet, and related technologies.
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represents the proportion of those artifacts that were newly discovered by CERT/CC. Although the
increase is less steady in Figure 3, the discovery of new artefacts reached an afjrtimevtarch 2007
up to 90000.

Figure 27 Total Artifact by month from January 2006 to March 2007
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Figure 37 New artifacts per month from January 2006 to March 2007
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CERT-FI, Finland

CERT-FI is the Finnish national Computer Emergency Response Tearsewhsk is to promote
security in the information society by preventing, observing, and solving information security incidents and
disseminating information on threats to information secufigure 4represents theases handledy
CERT-FI Abuse Autorepder system their automated abuse case processor. graph is cases / month,
normalised to 100 = 1/2006.
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Figure 4
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KrCERT/CC

KrCERT/LCC gathers data from honeynBfsand incidents reportBetween 2005 and 2006 data from
both incident reports and honeypshowed a decrease in the number of worms and an increase in the
number of trojan horses from 2002006 (see Figures 5 and 6).

156 In computer terminology, a honeypot is a trap set to detect, deflect or in some n@mmteract attempts
at unauthorisd use of information systems. Generally it consists of a computer, dataetrork site that
appears to be part of a network but which is actually isolated, (un)protected and monitored, and which
seems to contain information or a resource that would be of value to attdakersr more honeypots on
a network form a honeynet.
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Figure 5: Incident Reporting to KrCERT/CC by Month (2005-2006)
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Figure 6: Information gathered from KrCERTr honeynets

2005 2006

6.49
Virus 8.15 Virus
3924 3342 \worm 33.68 Worm
20.85 Trojan horse 49.84 Trojan horse
Other Other

NorCERT, Norway
The Norwegian Computer Emergency Response T@danCERT) coi ordinates preventative work

and responses against IT security breaches aimed at vital infrastructure in NBOV@ERT is a
department of the Norwegian National Security Authority (Nasjonal sikkerhetsmyndityls#1).
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Figure 7

Incidents handled by NorCERT in 2007
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United States Computer Emergency Readiness TeamQERT)

US-CERT is a partnership between the Department of Homeland Security (DHS) and the public and
pri vate sectors. Est abl i shteendt infrastructu@,0UBERT @oordimaies e c t
defense against and responses to cyber attacks across the nation. The organization interacts with federal
agencies, state and local governments, indystfessionals, and others to improve information sharing
and incident response-codination and to reduce cyber threats and vulnerabilities.

Figure 8 displays the overall distribution of cyber security incidents as reported 0BRS across
the six majo categories. UEERT utilises the reporting categories outlined in the National Institute for
Standards and Technology (NIST) Special Publication-@®00’ The number of incidents involving
malware (malicious code) has significantly increased from 2026Qa@.

157 United States Computer Emergency Response TearCEFRS).
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Figure 8: US-CERT Incident Reporting Trends for January 2006 i August 2007

Overall distribution of cybersecurity incidents and events across the six major categories
Year 2006 to Year 2007 (through 31 August)

Figure 9depicts the top five nhaare subcategorés being reported to USERT. The category
| abel |l ed as 0wbmhswemme and viruseslhied g aph shows #AMalici
most commonly reported swdategory.

Figure 9: Top 5 Malware - 2007

Data from software and anti-virus vendors
Association ofpayment

APACS, the UK payments association, is a trade association for institutions delivering payments
services to end customers.enablesthe forum to address amperative aspects of payments and their
developmentlt is also the main industry voice on issues such as plastic cards, card fraud, cheques, e
banking security, electronic payments and casorking Groups address -@perative areas sucés
developing authentication solutions and responding to attackdanking customers-igure 10 tracks the
number oftrojan incidents targeting UK banks from February 20@ecember 2006.
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Trojan Incidents targeting UK Banks
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Kaspersky Lab

in the number ofrojan spy programmes designed to steal information trasne r s 6

Kaspersky Lab is an international information security software vendor. Kaspersky Lab is
headquartered ilMoscow. Kaspersky labs reported an exponential increase in previously unknown
malicious programmes from 20012006, as illustrated in FigutEl. They also reported a steady increase

Figure 11: Increase in the number of new malicious programmes™®
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Microsoft

Microsoft gathers data from several amlware products and services deployed on information
systems running Microsoft prodis’®® Based on activity observed from January to June 2006, Microsoft
reported the existence of more than0@® new malware variants between January and June of'2006.

This can at least partially be attributed to the public availability of malwareufehase on the Internet; it
is easier for attackers to modify a piece of exi
malicious code.

Microsoft also reported that among new malware variants backdoor Trojans accounted for the highest
number (see Figurel?2). The figures demonstrate that the four most common categories where new
variants have been created were of the-selfipropagating varietiesyhich aretypically associated with
smaller scale cyber attacks aimed at illicit financial geamticularly financial fraud.

Figure 12: - Microsoft Malicious Software Activity from January i June 20062
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SOPHOS

SOPHOS gathers data from 35 million users in 150 countrasdiploy its products. SOPHOS
attributed 80% of all detected malware in 26060jans(see Figure 13'%

160 Microsoft (2006a) p. 1.
161 Microsoft (2006a) p. 1.
162 Microsoft (2006a) p. 6.
163 SupraSophos (2007a. 5.
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Figure 13: Trojans verses Windows Worms and Viruses in 2006
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Symantec

Symantec gathers information from 800 registered sensors in 180 countries, 120 million desktop
computers, and gateway and server antivirus instaistaomd2 000000 decoy accounts in the Symantec
Probe Network. Symantec operations are conducted from four security operations centers and eight
research centers. Symantec software products are deployed on more than 370 million computetis or e
accouns worldwide.

Recently, Symantec reported a decrease in the amount of Wbams backdoors and an increase in
the amount of viruses and Troja(sge Figure 14

Figure 14 - Malicious code types by volume'®®
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164 Thisdropcan largely be &tibuted to the decline in reports of major worms such as Sober.X, Blackmal.E,
and Netsky.P75 since the first half of 2006.
165 Symanted2007) p.55.
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In addition to this data, the Symantec Corporatieported an increase in previously unseen malware,
or new families.Between July and December 2006, Symantec honeypots discovered 136 previously
unseen malware families, an increas@®from the previousénonths:®® It is important to note that while
information gathered from honeypots and honeynets is useful, it is not necessarily representative of a
global trend.

Observationson the data

The data on malware presented above comes from a variety of very different and incomparable
sources (national CSIRTsoftware vendors, and security vendors). The definitions, types of incidents,
type of damage, time frame, and scope are not hasgtacross these various organisations and therefore
it is necessary to be prudent in comparing such disparate data.

Howeve, it is more or less possible to highlight certain tsraes that seem to be sharédan
significant and noticeable rise in security incidents related to malvearé,ii) trojan malware becoming
more and more prevalent when looking across types ofana. As has often been reported, there are
fewer serious outbreaks of worms and viruses and thus a large part of the increase in malware variants can
generally be attributed to ngwopagating varieties which usually have a more harmful
payload/functionkity and tend to be financially motivated.

An agreement by certain stakeholders interesteddasnring malware on definitions andmmon
methodology for gathering data would help in more systematically evaluating the extent of this reality and
its role inthe ever changing universe of the Internet and ICTs.

From someof thedata, it is possible to summagiand highlight several points to demonstrate that the
problem of malware is becoming more and more significant.

Box 8. Summary of sample data on malware
Table 1: Total number of incidents reported ~ + 225%
Figure 2 Total artefacts in the last year ~ +250%

Figure 6 Decline of Worms related incidents ~ -25%/; Increase of trojan related incidents: ~ + 30%

Figure 11 Malicious programmes increase by 800% in the last 5 years

While it is true that many attack trends are increasing, it is unclear how these trends relate to the
overall damageausedf malware. Detecting a higher number of trojan variants does not nelyessaan
that there is more damage. It could also be a response to improved security defenses. Similarly, signaling
that largescale botnets are shrinking in size does not necessarily mean that the counter measures are
effective. It might be that attaclkehave found smaller and more focused botnets to be more profitable. In
short: because malicious attack trends are highly dynamic, it is difficult to draw reliable conclusions from
the trends themselves.

166 Symanted2007) p.54.
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ANNEX B - FURTHER DETAIL ON TY PES OFMALWARE ATTACKS
Attacks on the DNS

Just like other systems, servers that host DNS can be vulnerable to attacks using malware. For
example, malicious actors may try to overwhelm DNS servers by launching & 8iazk. If part of the
DNS goes down or is taken ofine it usually results in websites becoming unreachable anwhie
becoming unavailableThreats to the DNS infrastructure includg:loss of serviceji) hijacking; and,
iii) loss of coherenc@’ While there is significant work underway to secure the infrastructure, it is a costly
undertaking to fully address the problem.

Attacks against the DNS are not new and they can be launched against high value targets such as the
DNS root servers. For examplie 2002 a large scale attack was launched against the DNS root servers
however the system as a whole continued to function despite the degraded or impaired performance of
individual root servers. More recently, @&February, 2007 several key DNS rootvees experienced
significant increases in traffic, causi@gf the 13 which were not anycasféﬁ to succumb to the attack.

Despite the immense capacity and seemingijordinated nature of the attadkie DNS system proved
resilient Although both atteks against the root servers were largely unsuccessful, it is widely recognised
that the continuation of attacks of this nature could harm the functioning of the DNS system and critical
backbone of the Internet.

Attacks using the DNS

There has also beenraent series of DNS attacks utilismg fir ecur si ve resol ver
attacks use recursive resolvers as their fonadiplier, they need not be directed at DNS targets at all,
although thatdéds where they do usétlee DM®te tonddch Dog e . T
attacks against other targets. This type of attack uses the DNS as a weapon against something else, whereas
the attacks against the DNS root servers, described above, use something else as a weapon against the
DNS. These attask ar e often possible due to poor configul
allows it to service DNS requests from anywhere on the Intérnadt just from its own network.
Recursive DNS attacks are indirectly related to malware only in so faregsuse a small number of
compromised information systems to send fake DNS requests. Unlike other forms of DDoS attack it does
not depend on a large number of bots to work or be more effective. It is important to note that the purpose
of recursive or amjfication attack is not to deny service to the DNS system itself, but rather to a single

organi sation6s DNS server. This has the impact of
name and making outbound DNS requests for the organisafficultibecause of the consumption of
resource®ft he organi sationds DNS server. Althougth mal w

example of how a user or entityds configuration c

167 Twomey, Paul p. 8.

168 Anycast is a networladdressingand routing scheme whereby data is routed to the "nearest" or "best"

destination as viewed by the routing topology
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Another trendn which malware may be implicated but not directly involved is the practice of domain

name tasting.Domainnametasting is a practice employed by registrants to use therade periotf® to

register domain names in order to test their profitabildyring this period, registrants conduct a eost
benefit analysis to determine if the tested domain names return enough traffic to offset the registration fee

paid to the registry over the course of the registration peBodhain name tasting allows registismb

exploit the adefrace period. When a domain name generates unsatisfactory profitability, it is returned

before the fifth day for a full refund. Originally, the adhce period was created to allow registrants to
receive a refund in the case of mikgar grant registrars a refund in the eneenegist ant 6 s cr edi

declined.The process has been exploited to permit the registration of domain names in bulk. Although

di fficult to prove, it is | i kitltemalivdrteat t hese

Box 9. A closer look at DNS*™

The Domain Name System (DNS) is like an address book for the Internet. It helps users to navigate, send and receive
information over the Internet. Every computer connected to the Internet uses a unique address which is a string of
numbers called an "IP address" (IP stands for "Internet Protocol").171 Because IP addresses are difficult to remember,
the DNS makes using the Internet easier by allowing a familiar string of letters (called the "domain name") to be used
instead of the numeric IP address. For example, instead of typing 193.51.65.37, users can type www.oecd.org. It is a
"mnemonic" device that makes the addresses for computer hosts easier to remember.

A domain name consists of various parts, the top-level domain (TLDs) and the subdomains. TLDs are the names at
the top of the DNS naming hierarchy. Commonly used generic TLDs include .com, .net, .edu, etc. Also, there are
currently 244 country code TLDs (ccTLDs), such as .jp, .au, .de, etc. The administrator for a TLD controls the second-
level names which are recognised in that TLD. The administrators of the "root domain" or "root zone" control what
TLDs are recognised by the DNS.

The root servers contain the IP addresses of all the TLD registries i both the global registries such as .com, .org, etc.
and the 244 country-specific registries such as .fr (France), .cn (China), etc. This is critical information. If the
information is not 100% correct or if it is ambiguous, it might not be possible to locate a key service on the Internet. In
DNS, the information must be unique and authentic.

fitast

The data in the DNS is stored in hierarchical and widely

are queriedshhy MRresodlvees are often part of the opeTheyt
are used to respond to a user's request to resolve a domain name - that is, to find the corresponding IP address.

Attacks that modify data

By its very naturewhen malware infects or compromises a computer system, it involves an attack on
the integrity of the information system in two fundamental ways. First, the steps involved in

compromising the system result in unauthorised changes to the system itsplbtantially any data

ing

di
Sy

stored, input or accessed via that system, including user input (keyboard or mouse), output (screen or
printer), and storage (USB, hard disk or memory). Second, once a system is compromised, the integrity

(i.e.trustworthiness) of thentire system can no longer be relied upon. Attacks on integrity are generally a

five day period following the initial registration of a domaamme.

170 Information available atttp://www.icann.org/general/glossary.htm

171

The Add Grace Péod (AGP) refers to a specified number of calendar days following a Registry operation
in which a domain action may be reversed and a credit may be issued to a registrar. AGP is typically the

The Internet Protocol (IP) allows large, geographically diverse and heterogeneous networks of computers

to communicat with each other quickly and economically over a variety of physical links. An IP address is
the numerical address by which a host or device on the Internet is identified. Computers on the Internet use

IP addresses to route traffic and establish conmecamong themselves.
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precursor to other attacks, such as the theft of sensitive data, or can be a feature of an attack on
authentication. However, attacks on integrity may be an end goalexeople, modifying entries in a
database to facilitate fraud or del eting a comp
modifying settings on a SCADA system used for gas distribution may be designed to lead to a harmful
malfunction of that systert?

Another currently popular attack that modifies datacompromising a wedite and inserting an
Iframe'”® which infects regular visitors to that site. Iframes can be inserted into legimitate webdités to
to malware hosting sites that can then compsentihe user.

Attacks on identity

There are substantial differences between statistical information gatleeredd theft by public
authorities for policy purposes and by private businesses for commercial pumsessources conclude
that the scale of IDheft has gone down in the past years, resulting in growing consumer confidence. In
contrast, other sources advance figures reflecting an increase in IDRheftermore, some financial
institutions, which say that the costs are relatively modest, drevilimg to reveal their own financial
lossesOn the other hand, other private bodies advance figures reflecting an increase in ID theft. To further
complicate the landscape, some financial institutions even claim that none of their customers hasever be
affected by a phishing attatK.Below is some data to illustrate the debate around ID theft:

1 In 2006, the Netcraft toolbar, an aptiishing tool developed by the Netcraft toolbar
Community*™ blocked more than 60300 confirmed phishing BLs, a substaive jump from
41000 only in 20057° Netcraft views this dramatic surge, mainly concentrated in Noveinber
December 2006, as the result of recent techniques implemented by phishers to automate and
propagate networks of spoof pages, enabling the rapid deetayof entire networks of phishing
sites on cracked web servefs.

1 In 2006, The AntiPhishing Working Grop repored an increasean cyber attacks from July to
November 20067% In November 200637 439 new phishing sites were detectad®0% increase
sinceSeptember 2006. However, in its December 2006 report the APWG notes a decrease in the
number of new phishing sites (which dropped t&38)"°

12 This is a theoretical proposition only. The authors are not aware that such cyber attacks have occurred

involving the use of malware.

73 fiFframe i sybrid bfénlinéd frame and describes afTML elementwhich makes it possibl® embed

anotherHTML document inside the main documelirames are commonly used to insert content (for
instance an advertisement) from another website into the current page.

174 Devillard, Arnaud (2006).

s The Netcrafttoolbar Community is a digital ighbourhood watch scheme in which expert members act to

defend alllnternet users against phishing frauds. Once the first recipients of a phishimgjl ehave
reported the target URL, it is blocked for toolbar users who subsequently access that same URL.

176 NetcraftToolbarCommunity(2007).

1 Thesepackagesknown broadly as Rockphish or R11, each included dozens of sites aimed at spoofing

major banks.
178 APWG, 2006 p. 1.
179 APWG, 2006 p. 1.
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1 The US Federal Trade Commission reported in 2003 libatheft affeced approximately
10million Americans eachear-® In 2007, another reporfound that ID fraud had fallen about
12% from USD 55.7 billion to 49.3 billioA®*

1 However, the Javelin report was criticised and regarded as trying to persuade the opinion that
Abusiness are doing amnadengu stbe pjegls oinml pi otf &

onus in on consumer s t%A recertNcafee sprvey noted this t h e m
di screpancy, considering Javelinds percentag
Gartner statistics, which, in coast, in 2007, counted 15 million of Americans as victims of ID

theft®®

Attacks on single and multi-factor authentication

Attacks on singldactor authentication, such as a username and reusable password, using malware are
widespread and highly effective.Such attacks, like attacks on integrity, are precursors to stealing
information of value via or from the compromised computer. Sifagior credentials for computer
accounts, online banking accounts, virtual private network (VPN) remote access diie thee all
vulnerable to capture via keyboard, screen, mouse or from protected storage (or similar areas) within the
information system and are then easily replayed by an attacker to access the relevant accounts or systems.

Attacks on some forms ahulti-factor authentication are also possible and have occurred. For
example, most simple forms afulti-factor authentication, including the use of a hardware token which
generates a one time password and challeeggonse with a short time to live are vuatgde to malware
attack. For exampl e, a trojan, once installed on
legitimate login session with their bank using their mafdttor credentials. Then the trojan conducts a
funds transferinthebc k gr ound wi t hout the wuserds authorisat:.i
the funds appear to have been transferred and authorised by the accotffit user.

The feasibility of this type of malware attack has been demonstrated as recently 30M&\afd as
early as 2005. For example, a trojan was able to compromisegbll paymen® system by waiting for
the victim to successfully authenticate tgto | d 6 s websi t e, then creating
using various spoofing trickstoergpt t he vi cti mds account . Because th
the authentication is completed, it circumvented any authentication that was put in place. Whgelthe e
trojan did not attack mulfiactor authenticatioper se it was an early eemple of malware able to transfer
funds in the background after the user legitimately logs on to thgiddeaccount which could have
defeated any type of muliictor logon authentication that did not also implement transaction sijiing

180 US FTC, 2003, p. 4\ote: this includes all types of ID Thebnline and offline).

181 Javelin Research and Strategy p. 1.

182 Shin Anneys @007 .

183 McAfee (2007)p. 11.

184 F-Secure (2007b).

185 Dearne, Kareti2007).

186 EEGold is a 6digital currency6, but whiEerdpeandtheb ac k e d

Middle-East. EGold can be used as a trusted third party intermediary whereby the money is transferred
only oncethe product or service bought has been received.

187 Stewart Joe(2004).
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Box 10. The two-factor token attack

A slight variation of the two-factor token attack involving a hybrid phishing and malware attack, reportedly targeted
ABN AMROOGs online banking customer s msanehntail purportifightebe &amtf ac k e r
their bank (i.e. ABN AMRO). If recipients opened an attachment to the ei mail, malware was installed on their
computers without their knowledge. When the customers next visited their banking site, the malware redirected them to
the attacker-controlled website that requested their security details, (i.e. their PIN) and one-time password (OTP)
generated by the hardware token. As soon as the attackers received these details they were able to log into the
cust omer 6 s thareat ABN Armro site, before the expiry of the automatically generated number enabling them
to transfer the%As single-factor @uthentioationdoy high value transactions are replaced by multi-
factor authentication, this type of attack will become more commonplace.

Attacks on digital certificates and secure socket layer (SSL)

Digital certificates and Secure Socket Layer (SSL) connections are often used to protect the
confidentiality and integrity of data sent over the Internet and tifywiee authenticity of the remote host
(most commonly to authenticate a remote server). While these protections are useful, they do not provide
security at the end points of a transaction but generally only the channel in between. While an SSL session
is established, data needs to be encrypted and decrypted as data is transferred back and forth between the
end points. Whenause®6 machi ne has bpmawarettoendpta leeimj sere dan be
capturecbeforeencryption occur$ and for data receadi afterit has been decrypted. Efforts to provide a
higher level of assurance for some types of digital certificates will not address this problem.

SSL certificates provide a means for consumers to verify the identity of a website. However, there are
several problems associated with the current use of SSL certificates for this purpose:

9 Errors and warnings due to invalid SSL certificates are frequently highly technical in nature an
therefore confusing to users.

1 According to one usability study perfortheconsumers most often ignore the absence of an SSL
connection before entering personal data, or ignore warnings pré¥ided

1  Whenorganistions useself-sigred certificates "untrusted signer" warningsay be displayed
and generate confusion for users.

f In some cases, malicious site operators have been able to obtain legitimifec&dficates
from Certificate Authorities*

188 Outlaw.comand The Registar.

189 Most (if not all) tojan variants being used for illicit financial gain have the ability to capture data
transmitted during an SSL sessionot just those which also include HTML injection functionality.

190 Dhamija, Rachna (2007).

o1 Krebs, Brian (2006).

192 A certificate athority is an entity, such as Verisign, that issues certificates.
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Box 11. A closer look at digital certificates and SSL

A digital certificate™®® is a mechanism to establish the credentials of a person or entity conducting business or
transactions online. It is often used within SSL'** protected sessions. The use of digital certificates within SSL
protected sessions is a means of building trust and confidence in e-commerce and e-government transactions.
However, some form of mal war e when installed on a wus|ler
established with a particular website, for example a specific online banking site and inject HTML code into the browser
interface before the remote web site page renders on |[the
and appearance of the web page to the user (even thoflugh
computer still maintains a valid SSL connection with the remote host. A check of the SSL digital certificate, by the
user, will show that it is a valid certificate for the remote host. What the user sees on their screen and the data the user

is prompted to input differs from the |l egitimate remote site. By malni pul at

interface attackers make it virtually impossible for users to know whether or not they should trust they have a secure
connection with a particular remote host i and by inference i whether what they see in the browser window is content
served by the legitimate remote host. Therefore, the use of digital certificates within SSL protected sessions as a
means of reliably verifying the identity of a remote web domain has been fundamentally undermined.'®

193

194

195

A digital certificate is a means of authenticating an identity for an entity when doing business or other
transactions on the web or tine. Digital certificates exist as part of pubkey infrastructures (PKI). PKI

uses public key cryptography and an associated hierarchical infrastructure of root Certification Authorities
(CAs) and Registry Authorities to process requests for, issue and revoke certificates. Even when a digital
certificate is valid, all valid certificates should not be trusted equally. Some certificates aigrsadf and

hence have no independent third party to verify that they are a legitimate business entity or own a
particular domain and others which may be igslbig a CA have only low assurance leveks,the CA has
provided only very basic checking to verify that the entity is who it is claiming to be. A certificate contains
the entityds name, a serial n u mb e icate holder'siubli¢ keyc at e e
(used for encrypting messages and verifydiigjtal signaturs), and the digital signature of the certificate
issuing authority so that a recipient can verify that the certificate is authentic and was issued by the CA.

SSLis a cryptographic protocol used to provide secure communications on the Internet for such things as
web browsing, email, Internet faxing, instant messaging and other data transfers.

More recent versiaof the Haxdoor trojan also hatlee ability to useHTML injection. SeeAusCERT
(2006).
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ANNEX C - SAMPLE INSTRUMENTS, STRUCTURES AND INITI ATIVES FOR ADDRESSING
MALWARE

This section provides an illustrative example rather than a comprehensive lisstrofmients,
structures and initiatives at the national and international levels that exist to help address malware.

Awareness raising

Awareness is an important line of defense against malware and the crimes resulting from its use. Both
the public and privi@ sectors, separately or in partnership, have takgatives to educate Internet users
about malware.

Australia- E-Security National Agenda (ESNA)

The Australian Government established the ESNA in 2001 to create a secure and trusted electronic
operatng environment for both the public and private sectors. A review of the ENSA in 2006 found that
the online environment is highly interconnected and thstcairity threats to different segments of the
Australian economy can no longer be addressed in i@moldh this context, the Australian Government
announcedAUS$73.6 million over four years for new measures to strengthen the electronic operating
environment for business, home users and government agEfidieaddition, the Australian government
is undetaking the followingnitiatives

1 An annual National ESecurity Awareness Week will be held in collaboratiorhvisitdustry and
community organigtions. The week encourages Australian home users afi$ EMundertake
smart behaviouonline. A pilot Awarenses Week was held in October 2006.

T The enhancement osecurityhwebsi®wow. saysmanenirte.gov.daghe key
mechanism to disseminate simpleexurity information and advice to home ngsand small
businessson how they can secure their computers and adopt smart online practices.

1 The development of ansecurity education module for Australian schools to focus on raising e
security awareness of young Australians.

1 The establishment ain easy to understand, free Nationabé&curity Alert Service that will be
del i vered t hr ou gisecurith eebsiBote providemeforrhaos onecurrent e
security threats and vulnerabilities.

The Australian Government has also developed a nurabédooklets to encourage Australian
consumers and small businesses to protect themselves agseusrity threats)’

196 The revised ESNA can be found http://www.dcita.gov.au/communications_for_consumers/security/e

security

Information avdable
athttp://www.dcita.gov.au/communications_and_technology/publications_and_reports
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73


http://www.staysmartonline.gov.au/
http://www.dcita.gov.au/communications_for_consumers/security/e-security
http://www.dcita.gov.au/communications_for_consumers/security/e-security
http://www.dcita.gov.au/communications_and_technology/publications_and_reports

DSTI/ICCP/REG(2007)5/FINAL

Australia Netalert®®

Launched in August 2007 by the Australian government, Netalert is an Internet sdiatiyénthat
combines annternet safety information campaign, a National Filter Scheme to provide fress acan
Internet content filter to help block unwanted content, and a website and hotline to provide advice about
protecting children online, as well as access to the frieesfiland information about how they work.

Australia Stay Smart Online website

The Stay Smart Online websiovides simple step by step advice to home users and small and
medium sizeeknterprises (SMEs) on how they can protect themselviéseon

EU Sder Internet Plus Programm®

At the EU level, thesafer Interneplus programmepromotes safer use of the Internet and new online
technologies, particularly for children, part of a coherent approach by the European Union.

Get Saé Onlineg®

The Get Sa Online (GSO) is the UK Government website that aims to provide awareness raising
information about safe anle practices for home and SMEtérnet users. The website complements the
ITsafe website and focuses on awareness raising activities with lirgaptdar websites. The education
material provides information ori mail, malware, phishing and spyware. The website was initiated by a
joint agreement between the UK Government and the private sector, namely sponsors from technology,
retail and finance.

Get Safe Online Week (GSOW) was launched in October 2006 and included various awareness
raising activities. Activities of the Week included brernet safety summit with an objective to initiate
liaison between government, industry and the publitosewith a focus on issues ofiternet crime. A
Memorandum of Understanding (MOU) was signed that committed signatories to assist in the pratectio
the public when using thentiernet and to promote GSO as a source of free, up to date information and
advice.

The service is funded by the UK Government Home Office and uses information provided by the
Centre for the Protection of National Infrastructure (CPNI). This Government department provides
electronic defence for the UK Government. The aim of the ITsafsiteels to advise of the best methods
necessary to protect personal and business data. ITsafe is managed by a Government team on behalf of the
CPNI by the Central Sponsor for Information Assurance (CSIA).

198 Information available avww.netalert.gov.au

199 Information available aittp://ec.europa.eu/information_society/activities/sip/index_en.htm

200 Informationavailable ahttp://www.getsafeonline.org/
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New ZealandNetsafé’*

Netsafe is a partnership bewve The Internet Safety Group (ISGn independent neprofit
organisation responsible for cybersafety education in New Zeatanttithe New Zealand Ministry of
Education with representation and sponsorship from industry, police, banking and otherscugheffo
NetSafe is to provide children with information about sexual and other similar instances of abuse online.
The site also has information about malware, computer maintenance, peer 2 peer file sharing, IRC security
risks, hackers and othersecurityinformation is provided.

The NetSafe website covers topics including online safety for children and teenatieessecurity
for businessesnternet fraud and law enforcement, online gambling, copyrigbbnemerce and the law.
NetSafe also hostsatabon websit e, Hectordés Worl d, designed
online safety.

United Kingdom ITsaf&

The ITsafe initiative is a UK website that provides simple and easy to underssaadrity alerts
and threatsa both home and small bimess mternet users. Advice and information contained within the
website is free and includes varying types efeeurity threat alerts and warnings enabling fersa
electronic environment fonternet users.

United State©nguard Onliné”

OnGuardOnlinggov is a website maintained by the US Federal Trade Commission and partners such
as the US Postal Inspection Service, the US Department of Homeland Security, the US Department of
Commerce, and the Securities and Exchange Commission to provide prapscéloth the federal
government and the technology industry to help users be on guard against Internet fraud. It also provides
information on how users can secure their information systems and protect their personal information.

United StateStaySafeOnlin@*

StaySafeOnline is a website provided for the public by the National Cyber Security Alliance, a US
industry coalition supported by the US Department of Homeland Security to provide cyber security
awareness to the home user, small businesses, higherieuaatl k12 students. It provides free and
nonttechnical cyber security and safety resources including alerts, tips, and reports to theopublic
consumers, small businesses and educhsors the know how to avoid cyber crime.

Untied State$ National Awareness Week

The United States Government in collaboration with industry holds an annual National Cyber Security
Awareness Month (NCSAM). The month aims to raise awareness about online security and how to adopt

201

NetSafe atvww.netsafe.org.nis an initiative of thénternet Safety GroufiSG).

202 Information available atvww.itsafe.gov.uk

203 Information available ahttp://onguardonline.gov/index.html

204 Information available atittp://www.staysafeonline.org
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safe online practices. The activities aneér@s held in the month focus on hohmernet users, SMEs,
government, education and the corporate sector.

Teenangef§®

Teenangelss aUS basedyroup of 1318 yearold volunteeravho have been specially trained by the
local law enforcement, and many etHeading safety experts in all aspects of online safety, privacy, and
security including spyware. After completion of the required training, the Teenangels run unique programs
in schools to spread the word about responsible and safe surfing to otteeamelegoungechildren
parents, and teachers.

Conventions
Council of Europe Convention on Cybercrime

The Convention of the Council of Europe (COE)G@ybercrime is the first and only legally binding
multilateral treaty addressing the problems posed bysfiread of criminal activity oline. Signed in
Budapest, Hungary in 2001, the Convention entered into force on 1 July 2004. Recatjgitafigation,
convergence and continuing globalisation of computer networks, the Convegiares its signatoriegs
establish laws which criminalise security breaches resulting from hacking, illegal data interception, and
system interferences that compromise network integrity and availability.

This instrument, which cites OECD actions as a means to further adaggroational understanding

andcecoperation in combating cybercrime, aims to fipu
of society against cybercrime by adopting appropriate legislation and fostering internationplea at i o n .

To achieve thesgoals, the signatories commit to establish certain substantive offences in their laws which
apply to computer crime. Although malware is pet sementioned in the Convention among the illegal
activities that signatories must criminalise, it is indireaovered under closely related listed crimes
including illegal access to information systems, computer data, and comglated fraud®®

The Convention encourages a more coherent approach in the fight against cyber attacks. It also
includes provisionsdr a 24 hours per day, 7 days per week online cfighging network and facilitates
public-private partnerships. The Convention also provides extradition and mutual legal assistance treaties
provisions between signatories where none exist.

To date, the Covention has been ratified Bicountries and signed B2 additional countrie&®’
Some companies in the private sector have taken some initiatives to help &tatger impact of the
Convention®s principles.

Detection and response

Many countries hava watch, warning and incident response function in the form of a CSIRTs or
CERT. It is important d recognis that not all CSIRTs and CERTSs are alike. Some are public entities

205 Information awailable athttp://www.teenangels.org/index.html

200 Council of Europe (2001Articles 2, 3, 8.

207

Councilof Europe
208

implementatiorprogramme.

7€

In 2006, Microsofiffereda substantial contribution to the Council of Europétonance t he Conve
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residing in the government structure, some are publicly and privately fundigéésewith multiple
mandates and still others are associated with academic instittifidnis. widely accepted good practice
that governments develop or appoint a CSIRT or CERT with national respon$iBility.

In some cases, entities within a country s¥quired to report information security incidents to a
central government authority competent to handle them. In some cases this entity is a CSIRT/CERT. For
example, in Finland it is obligatory thatignificant violations of information security, faultsxch
disturbancesn public telecommunications be reported to the national CSIRT of Finland, EERTOne
exampl e of a fAsigni f i actvation ofvabvére in telecoromunicationcservice i d e r
provider® o wn s y sin erdes do. fulfill this regulation for external incident reporting, the
telecommunications service providaust have adequate internal processes for detection and reporting of
as well as recovery from information security incidents and threats. This model has been successful in
Finland because the government lmsven to the reporting parties to be trustworthy and capable of
handling sensitive information and they actively meet with major carriers iompae sessions to share
information.

In the Lhited States all civilian government agencies are required to report information security
incidents to USCERT? In both Finland and the United States a standard incident report form is
provided.

International initiatives
Forum of Incident Response Security Teams (FIRST)

FIRST brihgs together a variety of computer security incident response teams (CSIRTs) from
government, commercial, and educational organisations in 37 countries. FIRST aims toofopzation
and cdordination in incident prevention, to stimulate rapid reactionincidents, and to promote
information sharing among members and the community at i&rdéembership in FIRST enables
incident response teams teach counterparts in other countries that can help them to more effectively
respond to security incidents.

209 The European Network and Information Security Agency (ENISA) provides a comprehensive directory of

CSIRTSCERTSs in Europe ahttp://www.enisa.europa.eu/cert_inventory/index_inventory.htm

210 In 2006 CERT/CC began hosting an annual meeting of CSIRTs with national responsibility; information

available at http://www.cert.org/csirts/national/conference2007.htnTThey also keep a list of CSIRTs
with national responsibility ahttp://www.cert.org/csirts/national/contact.html

21 Finnish Communications and Regulatory Authority (FICORA) 9 B/2004 M; availablelioe at:

http://www.ficora.fi/attachments/englanti/1156489108198/Files/SuHile/FICORA09B2004M.pdf

212 Federal Information Secuty and Management Act (FISMA);

http://www.pearlsw.com/resources/Experts/OMBRequirements. pdf

213 Available online athttp://www.first.org
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Regional CSIRT Activity
Asia Pacific CERT (APCERT)*

APCERT is a contact network of computer security experts in the Asia Pacific region established to
improve the region's awareness and competency in relation to computer security incidents. APCERT
works © enhancecc-operation on information security, facilitate information sharing and technology
exchange and promote collaborative research on subjects of interest to its members. APCERT also works
co-operatively to address legal issues related to infoonasecurity and emergency response across
regional boundaries.

Caribbean Telecommunication Union

The Caribbean Telecommunications Union (CTU) has been involved in the development of an
Internet Governance Framework for the Caribbean on behalf of theb&€an Community (CARICOM).
The CTU has held several significant Internet Governance forums at which delegates raised the issue of
establishing a Caribbean Computer Emergency Resource Team (CERT) for timely detection of security
incidents in regional compeit networks, their proper handling and pdstection activities. There is now a
growing body of ICT practitioners who have expressed the need for a CERT to be established for the
Caribbean. In response, the CTU will be engaging ICT practitioners in th@gononths to consider the
security requirements of the region and to investigate the need for and the means by which a Caribbean
CERT may be established.

The European Government CERT Group (EGC)

The EGC"™ group is an informal group of governmental CSIRMat is developing effectiveo-
operationon incident response matters between its members, building upon the similarity in constituencies
and problem sets between governmental CSIRTs in Europe. To achieve this goal, theeBBErs
jointly develop measuseto deal with largscale or regional network security incidents, facilitate
information sharing and technology exchange relating to IT security incidents and malicious code threats
and vulnerabilities, share knowledge and expertise, identify areas #baraltive research and
development on subjects of mutual interest, and encourage formation of government CSIRTs in European
countries

Gulf Coordination Council CERT (GCC CERT)

GCC CERT aims to supervise the establishment of national response teamsiii\i@hia] the
United Arab Emirates, Qatar, Bahrain, Kuwait and Oman.

214 APCERT websitehttp://www.apcert.org/about/structure/members.htm

215 EGC members includ€&inlandi CERT-FI, France CERTA; Germany - CERT-Bund Hungaryi
CERT/Hu Netherland§ GOV CERT . NL ;i N&ECERT;Swaderi SITIC; Switzerlandi
SWITCH-CERT;3Un i t e d - WNIRAgYNISCA
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Task Force CSIRT (TF CSIRY

The activities of TF CSIRT are focused on Europe and neighbouring countries, in compliance with
the Terms of Reference approved by the TERENA Technical Ciheamdn 15 September 2004. TF
CSIRT provides a forum for the European CSIRTs to communicate, exchange experiences and knowledge,
establish pilot services, and assist the establishment of new CSIRTs. Other goals of the TF CSIRT include:

I To promote common ahdards and procedures for responding to security incidents
9 To assist the establishment of new CSIRTs and the training of CSIRTs staff

Enforcement
Domestic structures

Under EU legislatiorthe provisionsdetailed on page 8Bhay be enforced by administirad bodies
and/or criminal law authorities. Where this is the case, the Commission has stressed that at national level
the responsibilities oflifferent authorities ando-operation procedures need to be clearly spelled Taut.
date, the increasingly entméd criminal and administrative aspects of spam and other threats have not been
reflected in a corresponding growth af-operationprocedures in Member States that brings together the
technical and investigative skillsf different agenciesCo-operationprotocols are needed to cover such
areas as exchange of information and intelligence, contact details, assistance, and transfer of cases.

In the United States, both the Federal Bureau of Investigation and the U.S. Secret Service have
authority to investigte malware crimes in violation of the Computer Fraud and Abuse Act (Title 18,
United States Code, Section 103®jolations of the Computer Fraud and Abuse Act are prosecute8 in U
federal courts by the ® Depart ment of Just i ceEffices arfdrthe Cgntinal i t s
Divisionods C o mp u keaunl PrGperty ngection. nTHe UIDeparenent of Justice also
prosecutes malwairelated crimes such as criminal violations of the CBIRAM Act (Title 18, United
States Code, Section 1037), accesvice fraud (Title 18, United States Code, Section 1029) and
Aggravated Identity Theft (Title 18, United States Code, Section 1028A).

International mechanisms

Various international forums focusing on security, privacy or consumer protection issues, devote
substantive efforts to tackle the multifaceted nature of cybercrime.

The Contact Network of Spam Authorities (CRSA

On the initiative of the European Commission, an informal group was created consisting of National
Authorities involved with the enforogent of Article 13 of the Privacy and Electronic Communication
Directive 2002/58/EC callethe Contact Network of Spam Authorities (CNSH)the CNSA, information
on current practices to fight spam is exchanged between National Authorities, includipgabgses for
receiving and handling Complaint information and Intelligence and investigating and countering spam. The
CNSA has set up @o-operation procedure that aims to facilitate the transmission of complaint information
or other relevant Intelligerc between nationahuthorities. TheCNSA has drawn up a&o-operation

216 Information available ahttp://www.teena.org/activities/tsirt/

2 Information available ahttp://stopspamalliance.org/?page id=11
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procedure to facilitaterossborder handling of spam complaints and is working on the issue of spyware
and malware.

G8 24/7 Cybercrime Network

The G8 Subgroup on Highech Crime operas a 24/7 network to assist investigations involving
electronic evidence and requiring urgent assistance from foreign criminal law enforcement authorities.
The 24/7 Network, which includes almost 50 countries, was created among the G8 countries in 1997 to
address the unique challenges that fegih crime investigations pose to law enforcement. The 24/7
Network is designed to supplement (but not replace) traditional mutual legal assistance frameworks by
providing a mechanism to facilitate the preservatibrelectronic evidence. The 24/7 Network has been
instrumental in preserving evidence in hacking, fraud, and violent crime investigation and for providing
training on topics such as botnets.

Interpol

Interpof*® is an international police organisation withmission to prevent or combat international
crime. Interpol has decentralised its cybercrime expert teams around the world through the establishment
of regional Working Parties on Information Technology Crime for Europe, Latin America, Asia, South
Pacific, and Africa®®®1 nt er pol 6s European Working Party on 1In
has for example compiled a best practice guide for experienced investigators from law enforcement
agencie$? It has also set up a rapid information exchange systefarwan international 2dour response
scheme, listing responsible experts within more than 100 countries. This scheme was notably endorsed by
the G8 24/7 HTCN

London Action Plan (LAB}*

The purpose of the London Action Plan is to promote internatiorsath snforcemento-operation
and address spamelated problems, such as online fraud and deception, phishing, and dissemination of
viruses. The LAP includes participation from government, public agencies, and the private sector from
over 27 countries.

International Consumer Protection Enforcement Network (ICPEN)

The International Consumer Protection and Enforcement Network (ICPEN) is a network of
governmental organisations involved in the enforcement of fair trade practice laws and other consumer
protectionactivities. ICPEN was founded in 1992 by 20 countries ar-operation with the OECD and
the EU; the network now has 29 participant countries. M@morandum on the Establishment and
Operation of ICPEN governs this netwoilkhe primary objective of theGPEN is to facilitate practical
action and information exchange among its members to prevent and redress deceptive marketing practices

218 Interpol includesl86 member countrietnformation available atwww.interpol.int/public/icpo/default.asp

219 Information available atvww.interpol.int/Public/TechnologyCrime/WorkingPa&siDefault.asp#europa

220 The Information Technology Crime Investigation Manughis manual is digitally available via Interpol's

restricted website.

221 Information available ahttp://www.londonactionplagom
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across international borders. To accomplish this, the ICPEN fostesperative efforts to address the
problems consumsrface in conducting cro$srder transactions for goods and services. ICPEN co
operation does not include the regulation of financial services and product safety and it does not provide a
platform for the procurement of specific redress for individuasuorers

ICPEN has established several working groups including: The Mass Marketing Fraud Working
Group, Best Practices Working GrougscamWatch Working Group that covers some of the issues
associated with malware. In addition, their Internet Sweeptingigeeks to find and eliminate fraudulent
and deceptive Internet sites.

Legislation

While malware is rarely mentioned as such in legislation, malicious activities that use maie/are
often covered by numerous existing areas of law including crimimal dansumer protection law, data
protection law, telecommunication law, and agtam law. A survey by the OECD Task Force on Spam at
the end of 2004 indicated that most OECD countries have, in the past few years, set up a legislative
framework in order tdight spam that may apply to malware in some cases.

In the European Union, under thePdvacy Directive and the General Data Protection Directive
national authorities have the power to act against the following illegal practices:

222

1 Sendingunsolicited ommunicationsgpam)

1 Unlawful access to terminal equipment; either to store informétisuch asadwareandspyware
programs or to access information stored on that equiptfént

1 Infecting terminal equipment by insertingalwaresuch as worms and vsasand tuning PCs
into botnetsor usage for other purpos&$

1 Misleadingusers into giving awasensiive information such as passwords and credil detdl s
by sd called phishing message¥> Some of these practices also fall under criminal law,
including the Framework Decision on attacks against information systéiecording to the
latter, Member States have to provide for a maximum penalty of at {keet years
imprisonment, ofive years if committed by organised crime.

Some additional recent axples of legal developments include:

f  The UK Police and Justice Bill 2068 This law, among other provisions, updatiee Computer
Misuse Act 1990 (CMA) to prohibit the preventing or hindering access to a programme or data
held on a computer, or impairirtge operation of any programme or data held on a computer.
The law also increasetthe maximum penalty for such cybercrimes from five to ten years and
refined the definition of computer abuse to cover denial of service attacks.

222 Official Journal of the European Communities (2002).

23 Official Journal of the European Communities (2088)cle. 5 (3)

224 Ibid.

22 Official Journal of the European Communities (1988)cle 6 (a)

226 Official Journal of the European Commties (2005)

221 Introduced into UK law in November 2006
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Ger many 0 2007Aantiacking law, making hackif§f, deniatof-service, and computer

sabotage attacks on individu@fsillegal. The provisions extend criminal liability to the

i ntentional Apreparation of criminal of fence
devices or dta designed for such purposes. Offenders could face sentences of up to ten years in
prison for major offenses.

The United States Congress is considering legislation that would create a lawulthestablish

that the use of spyware to collect persanfdrmation or to commit a federal criminal offense is

a federal dme. If passed by and signedtdnlaw, it would authoge the appropriation of

USD 40 million for the prosecution of violations of the new law from 2008 to Z811In
addition, the US FT@®@as actively pursued spyware companies using its authority under Section 5
of the FTC Act. The FTC has brought eleven law enforcement actions during the past two years
against spyware distributors. These actions have reaffirmed three key principlss, aFir
consumer's computer belongs to him or her, not the software distributor. Second, buried
disclosures about software and its effects are not adequate, just as they have never been adequate
in traditional areas of commerce. And third, if a distribytats an unwanted program on a
consumer's computer, he or she must be able to uninstall or disable it.

Public-private structures

Domestic mitiatives

Australia- Internet Security Initiativé*

The Australian mternet security initiativeadministered byhie Australian Communications Media

Authority, providesinformation free of charge tnlt er ne't service providers a
operating on their networks. The prograperates by forwarding information on biofectedcomputers
to Australian ISB**These | SPS then contact their customers

An initial trial of the Australian Internet Security Imitative commenced in November 2005, with

participation of six Internets service providers (ISP3he trial hghlighted thatthe vast majority of
customers are unaware that their computers are infected by malware and are grateful for the assistance in
making their computer securgince the trial commenced thgernet Industry Spam Code Of Practica

Code For Internet And Email Service Providesas come into effect (16 July 2006). The code
complements the Australian internet security initiative, as it contains provisions that enable ISPs to

di

sconnect a customer 6s compucustomeri f the probl em i

228

229

230

231

232

The lawdefines hacking as penetrating a computer security system and gaining access to secure data,
without necessarily stealing data.

Existing law already limits sabotage to businesses afigpauthorities
CongressionaBudget Office Cost Summarylp
Information available atittp://www.acma.gov.au/WEB/STANDARD//pc=PC_100882

The following ISPs have now also joinettie initiative: Access Net Australia; AUSTARnNet, Bekkers,
Chariot, iinet, OzEmail, Powerup, ihug, SeNet, Internode, Agile, Neighbourhood Cable, iPrimus,
Primusonline, Hotkey, AOL, Reynolds Technology, Riverland Internet and Soul.
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United States

One example of publiprivatepartnership in the US is in critical infrastructure protection, under the
National Infrastructure Protection Plan (NIPP) managed by the US Department of Homeland Security.
The framework underthe RIP i ncl udes a government entity (AGov
made up of government agencies and industry entit
determined critical infrastructure sectors, including the Information Tedadmd Communications
sectors. The NIPP is a framework for assessing and managing the risk to each of the sectors, including
threat, vulnerabilities, and consequences.

Another example of publiprivate domesticco-operation is the US INFRAGARD programnie
improve and extend information sharing between private industry and the government, including law
enforcement, on threats to critical national infrastructure.

Finally, the US National Cybdforensics and Training Alliance, is a joint partnership betwae
enforcement, academia, and industry that collaborates on cybercrime iEhaedlliance facilitates
advanced training, promotes security awareness to reducewaytberability, and conducts forensic and
predictive analysis and lab simulaticri.

International initiatives
Council of Europe/Microsoft

In August 2006the Council of Europe and Microsoft partnered to promote broad implementation of
the Convention on Cybercrime.

Anti Phishing Working Group

The AntiPhishing Worikng Group (APWG) is a vainteeirun consortium of industry and law
enforcement focused on eliminating the results from phishing, pharthamgd é mail spoofing of all
types. The APWG has over6®0 members including @00 companies and agencies as well as national
and provincial lav enforcement. It provides a forum to examine phishing issues, define the scope of the
phishing problem in terms of costs, and share information and best practices for eliminating thetoblem.
The APWG website provides a public resource for reportinghpigsattacks. When phisty is reported,
the APWG analyss the information provided and adds it to its online phishing archive. The APWG also
works to share information about phishing attacks with law enforcement when appropriate. In addition to
phishing,the APWG tracks phishingased trojans, keyloggers and other malware.

233 The NIPP is availablat: http://www.dhs.gov/xprevprot/programs/editorial 0827.shtm

234

Information available athttp://www.ncfta.net/default2.asp

239 Phar mi ngar Kiotusessimgad fechniques aa classic phishing attack, but additionredirects

users from an authentigebsit (from a bank for instance) to a fraudulent site that replicates the original in
appearance. When a user connectsatsputer to, for instance, a bank web server, a hostname lookup is
performed to transl ate the bankés domai nasedeme ( S uUC
of numbergsuch as193.51.65.3Y It is during that process thatalicious actorsvill interfere and change

the IP address.See Scoping Paper on Online Identity Theft, OECD Committee on Consumer Policy,
DSTI/CP(2007)3/FINAL.

236 Information available dtttp://www.antiphishing.ordgsdex.html
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Messaging AntiAbuse Working Groufd’

The Messaging AntAbuse Working Group is a global orgaaiion focusing on preserving electronic
messaging from online exploits and abuse withgbal of enhancing user trust and confidence, while
ensuring the deliverability of legitimate messages. With a broad base of Internet Service Providers (ISPs)
and network operators representing over 600 million mailboxes, key technology providers and, sender
MAAWG works to address messaging abuse by focusing on technology, industry collaboration and public
policy initiatives.

Mi crosoftds Botnet Task Force

Through its international Botnet Task Force, first held in 2004, Microsoft provides training to law
erforcement officials from around the world who have been confronted with the task of investigating
Botnet abuse$®

PhishTank

PhishTank is a free community site where anyone can submit, verify, track and share phishing data.
PhishTank is an informatioclearinghouse, which provides accurate, actionable information to anyone
trying to identify bad actors, whether for themselves or for otherstuilding security tools). PhishTank
is a consortium led by OpenDNS, a commercial provider of public ligeUpdNS services.

Anti-Spyware Coalition (ASC)

The ASC is a group composed of aspiyware software companies, academics, and consumer groups
which focuses on the development of standard definitions in relation to spyware. On 25 January 2007,
ASC publishd working documents on best practfc@aimed to detail the process by which apyware
companies identify software applications as spyware or other potentially unwanted technologies.

Private sector partnerships

One example of private sector partnership the Uhited Statesis the creation and continued
development of the Information Technology Information Sharing and Analysis Ceri&AQ). The IT-
ISAC is a trusted community of security specialists from companies across the Information Technology
industry dedicated to protecting the Information Technology infrastructure that propels today's global
economy by identifying threats and vulnerabilities to the infrastructure, and sharing best practices on how
to quickly and properly address théf.

Standards and guidelines
Institute of Electrical and Electronics Engineers (IEEE)

The IEEE is a nomprofit organgation for the advancement of technologyhrough its global
membership, the IEEE is a leading authority on areas ranging from aerospace systepusers and

=1 Information available a www.maawg.org

238 Charney, Scott2005).

239

Informationavailable atwww.antispywarecoalition.org/docuntsBestPractices.htm

240 Information available ahttp://www.it-isac.org

241 Informationavailable atwww.ieee.org
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telecommunications to biomedical engineering, electric power and consumer electronics among others.
Members rely on the IEEE as a source of technical and professional information, resources and services.
The IEEE is a leading developersténdards foitelecommunications and information technology.

International Standards Organisation (ISO)

The International Organization for Standardization (ISO) is a worldwide federationeafational
standards bodies from more than 145 countriéSO is a norgovernmental orgasation established in
1947 and based in Geneva, Switzerlaritk mission is to pronte the development of standastisn and
related activities in the world with a view to facilitating the international exchange of goodsraites,
and to developingco-operation in the spheres of intellectual, scientific, technological and economic
activity. 1SO's work results in international agreements which are published as International Standards
and other types of ISO documents

Somerelevant ISO/IEC standards include the following:

1 ISO/IEC 17799:2005 Information technologySecurity techniques Code of practice for
information securitynanagement.

1 ISO/IEC 197761 Sofwvare Asset Management: Are Yoed&ly?

In June 2007, the ISO anHC joint technical committee (JTC)subcommittee (SC) 27 proposed a

new work Item on fGui de |??Tfhis stanflacdwould provele corapcebensive y (-
guidelines on cybersecurify to both service providerand users (orgarasions and esh users)and in
particularaddres$ehavioural, organist i o n a | and procedur al i ssues. Mo
practiced guidance in achieving and maintaining

number of areas, and addreghe requirement for a high level of -operation, informatiosharing and
joint action in tackling the technical issues involved in cybersecurity. This needs to be achieved both
between individuals and organizations at a national level and internationally

National Institute of Standards and Technology

Founded in 1901, NIST is a nwagulatory federal agency within théS Department of Commerce
NIST's mission is to promote &J innovation and industrial competitiveness by advancing measurement
science, stadards, and technology in ways that enhance economic security and improve quality of life. In
November 2005, NIST published thguide to Malware Incident Prevention and Handling NST
Special Publication (SP) 8&B*

World Wide Welonsortium

The World Wide Web Consortium(W3CY* is an international consortium whemember
organistions, a fultime staff, and the public work together to develogh standards. W3C's mission is

242 This work item is still in a development phase as of April 2008 nfare information see

http://isotc.iso.org/livelink/livelink/fetch/2000/2122/327993/755080/1054034/2541793/JFI8O01
8620.pdf?nodeid=6542097&vernum=0

243 As defined by the proposed st@l ar d, cy b er s thepotectionyof asset$ eelorgingt tw bothi

organizationsand users in the cyber environment. The cyber environment in this context is defined as the
publiconl i ne environment (generally the I nternet) as ¢
net works specific to individual organizations or

244 Informationavailableat: http://csrcnist.gov/publications/nistpubs/8@3/SP80683.pdf

245 Information available atvww.w3c.org
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Technical solutions and resources
Sample domestic initiatives

Japan Cyber Gean Center (CCC)

In 2006, the Japanese government began a project to reduce the number of bot infected computers in
Japan wth the objective of preventing spaiimneails and cyber attacks in Japan. To accomplish this, Japan
has created a bot removal t ool known as ACCC cl
ccc.go.jp.

Current results from the project include 31 0Gpped bot programmes (hash unique) and 1 300 bot
programmes reflected in the removal tool. To date, a total of 57 000 users in Japan have downloaded the
removal tool. Next steps for enhancing the project could include changing the composition of honeypots
and broadening the reach of ISPs.

Koreai Automated Security Update Progrnana(ASUP)

To reduce the damage fromulnerabilities in Microsoft WindowsKorea Internet Security Center
(KrCERT/CC) and Microsoft Korea collaborated to develop and deploy themated Security Update
Progranme (ASUP) to home and SME users. The prograseeksto make all Internetonnected
information systemsnstall Windows security related patches without user interventioce they have
installed ASUP. When users visinajor Koreanwebsites, such as portals,lioe game sites, a popup
window appears in the screen to confirm the installation of the ASMRile offering the same
functionality as Windows automatic updates, ASUflows tsersto just click once to approve ASUP
instdlation without having tomodify the configuration oWindows update&® Microsoft Korea has
distributed the programe in accordance with Microsofieadquartersentralsed patch policy, balancing
userconvenienc@ndcompanys philosophy on security.

Sinkhole System

The sinkhole systemvorksto preventbots fromconnecting to botnet command and control (C&C)
sewvers bysubvertingthe IPaddresf the botnelC&C server. Whem botinfected zombie malsa query
to aDNS serverthe answer tohe quely (IP address for thdotnetC&C server) willbe the addressf the
Sinkhole System. The connectiattemptis thenredirected to a sinkhole system in KrCERT/G&ther
than to the C&Gserver.The snkhole system can track and analyze all activities of connécitdts. As
shown in Figure 154ter the adoption of this sinkhole system in 2005, the botnet infection rate of Korea
has reportedlgiropped to almost one thiat the end of 2005, compared with that of January or February
2005.

246 During the installation of Windows XP, users are asked to specify the setting of Weindipdates(Use

Aut omatic Windows Updates or Notify Later). To prc
option KrCERT/CC developed the AUSP program with Microsoft Korea. Just by installing the ActiveX
control, users get protection from syst vulnerabilities.
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Figure 15: Botnet Infection Rate of Korea (2005 ~ 2006)

Percentage

MC Finder

One additional countermeasure used b EKRT/CC is the implementation of MC Finder which
locates malware on compromised websites. MC Finder identifies an average of 500 exploited websites
every month in KoreaKrCERT/CC is sharing the alware patterns with Google and thi€ereanmajor
portal companies.

Many effective technical solutions and resources have been developed to combatretatag
directly or indirectly to malware. Some examples of such solstand resources include the following

Domain Name System Security (DNSSEC)

DNSSEC applies cryptography to the Domain Name System to authenticate the information served,
allowing DNS servers and resolvers to verify that DNS responses are coming framritbet placeand
that they are unadulteratell does this by providing a security and authenticity mechanism for the DNS
known as DNSSECDNSSEC uses plib keys and digital signatures to authenticate DNS information.
Many countries are working to depl®NSSEC at the ccTLD. For examp&yeden, Bulgaria, and Puerto
Rico have moved their country code TLDs to DNSSEC; however, it is important to have government,
business, banking, and registry-aperation to successfully implement DNSSEXhere are curretyt
several experimental tests of secure DNS zones. It is recognised that DNSSEC will not eliminate all misuse
of the DNS. Some consider that it may reveal private information from DNS databases and therefore pose
legal challenges for deployment in some raoies.

Domain level authentication

Domaintlevel authentication is a means to enable a receiving mail server to verify thamai e
message actually came from the sender's purported domain. In other words, if a message claimed to be
from abc@ftc.gov, e private market authentication proposals would authenticate that the message came
from the domain "ftc.gov," but would not authenticate that the message came from the paitioalar e
address "abc" at this domain. Hypothetically, if a phisher dentieclaiming to be from citibank.com,
the message would be filtered by ISPs because the message would not have come from a designated
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