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While means-tested benefits such as minimum income benefits (MIB) and unemployment assistance (UA) are an essential safety net for low-income people and the unemployed, incomplete take-up is the rule rather than the exception. Building on desk research, open-ended surveys and semi-structured interviews, this paper investigates the opportunities and risks of using artificial intelligence (AI) for managing these means-tested benefits. This ranges from providing information to individuals, through determining eligibility based on pre-determined statutory criteria and identifying undue payments, to notifying individuals about their eligibility status. One of the key opportunities of using AI for these purposes is that this may improve the timeliness and take-up of MIB and UA. However, it may also lead to systematically biased eligibility assessments or increase inequalities, amongst others. Finally, the paper explores potential policy directions to help countries seize AI’s opportunities while addressing its risks, when using it for MIB or UA management.
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Résumé

Bien que les prestations soumises aux conditions de ressources, telles que les prestations de revenu minimum (PRM) et l’allocation chômage (AC), constituent un filet de sécurité essentiel pour les personnes à faible revenu et les chômeurs, leur utilisation incomplète est la règle plutôt que l’exception. En s’appuyant sur une revue de la littérature, des enquêtes ouvertes et des entretiens semi-structurés, ce papier étudie les opportunités et les risques liés à l’utilisation de l’intelligence artificielle (IA) pour la gestion de ces prestations soumises aux conditions des ressources. Cela couvre la fourniture d’informations aux individus, la détermination de l’éligibilité basée sur des critères statutaires prédéterminés et l’identification des paiements indus, et la notification des individus de leur statut d’éligibilité. L’une des principales opportunités de l’utilisation de l’IA à ces fins est qu’elle pourrait améliorer la rapidité et de l’utilisation des PRM et de l’AC. Cependant, cela pourrait également entraîner, entre autres, des évaluations d’éligibilité systématiquement biaisées ou accroître les inégalités. Enfin, le papier explore les politiques publiques potentielles pour aider les pays à saisir les opportunités de l’IA tout en tenant compte de ses risques, lorsqu’elle est utilisée pour la gestion des PRM ou de l’AC.
Abstract

This publication contributes to the OECD’s Artificial Intelligence in Work, Innovation, Productivity and Skills (AI-WIPS) programme, which provides policy makers with new evidence and analysis to keep abreast of the fast-evolving changes in AI capabilities and diffusion and their implications for the world of work. The programme aims to help ensure that adoption of AI in the world of work is effective, beneficial to all, people-centred and accepted by the population at large. AI-WIPS is supported by the German Federal Ministry of Labour and Social Affairs (BMAS) and will complement the work of the German AI Observatory in the Ministry’s Policy Lab Digital, Work & Society. For more information, visit https://oecd.ai/workinnovation-productivity-skills and https://denkfabrik-bmas.de/.
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Executive summary

Despite the vital role of means-tested benefit programmes in protecting individuals and families from economic uncertainties and poverty, many OECD countries struggle with low take-up rates, particularly for minimum income benefits (MIB) and unemployment assistance (UA). Building on desk research, open-ended surveys and semi-structured interviews, this paper explores how AI can enhance the efficiency and uptake of MIB and UA while ensuring that it is used in a trustworthy way. Key findings include:

- **AI can be used throughout the management process of MIB and UA.** Common use cases include AI-powered chatbots for information dissemination and analysing queries to improve support quality. By leveraging its capability to swiftly handle vast amounts of data and continuously adjust its outputs, AI could also simulate potential eligibility and benefit levels for individuals based on pre-defined statutory criteria. However, there are only few of this type of AI use cases, and the ones that do use AI mostly focus on detecting undue payments rather than automatically enrolling eligible individuals. Furthermore, AI’s predictive capabilities extend to identifying individuals who may require benefits in the future, enabling a preventative approach to benefit provision.

- **When used for MIB or UA management, AI has the potential to automate administrative tasks, improve decision-making speed and accuracy, enhance client experiences, and – importantly – improve take-up.** It may thereby complement and improve upon existing digital tools for benefit management. AI may reduce the burden on public servants involved in managing MIB and UA, allowing them to focus on more complex cases. Moreover, AI could enable efficient benefit allocation and timely adjustments, minimising the severity and duration of financial hardships and preventing undue payments. Through data-driven eligibility assessments, AI could also promote fairness and accuracy in decision-making, and its use could improve client experiences through 24/7 support and simplified application processes. Most importantly, using AI for MIB or UA management may improve the take-up of these benefits among eligible individuals by improving information accessibility, reducing access barriers, and mitigating social stigma.

- **Poorly designed or implemented AI for MIB or UA management can lead to biased assessments, privacy concerns, exacerbate inequalities, and there are risks of a lack of transparency, explainability and accountability.** Biased assessments can result in individuals being wrongfully denied benefits or wrongly allocating benefits to those who do not need them, perpetuating inequalities and potentially violating human rights. Privacy concerns arise from the extensive personal data processed by many AI systems, increasing the risk of misuse or unauthorised access. Furthermore, difficulties accessing digital services may exacerbate inequalities and decrease take-up among vulnerable groups. Lack of transparency in AI decision-making processes makes it challenging for individuals to understand outcomes or seek redress for adverse effects. The complexity of accountability mechanisms further complicates the identification of responsible parties in case of errors or harm caused by AI systems.

Balancing the opportunities and risks of AI use for MIB and UA management requires thoughtful consideration and appropriate safeguards to ensure trustworthy use of AI. Countries must carefully consider whether AI is the optimal solution and ensure trustworthy implementation through maintaining human determination and oversight; a transparent consideration of the share of false positives and false negatives that are accepted by the system; regular risk assessments and audits; ensuring transparency and explainability and good data governance of AI systems used; and fostering capacity-building initiatives. Initiatives like the OECD AI Principles provide a global framework for trustworthy AI. Countries can take advantage of opportunities to collaborate internationally on AI approaches and standards.
Synthèse

Malgré le rôle vital des programmes de prestations sous condition de ressources pour protéger les individus et les familles des incertitudes économiques et de la pauvreté, de nombreux pays de l’OCDE sont confrontés à de faibles taux d’utilisation, en particulier pour les prestations de revenu minimum (PRM) et l’allocation chômage (AC). S’appuyant sur une revue de la littérature, des enquêtes ouvertes et des entretiens semi-structurés, ce document explore la manière dont l’IA peut améliorer l’efficacité et l’utilisation des PRM et d’AC, tout en garantissant qu’elle est utilisée de manière fiable. Les principales conclusions sont les suivantes:

- L’IA peut être utilisée tout au long du processus de gestion des PRM et de l’AC. Les cas d’utilisation courants incluent les chatbots alimentés par l’IA pour la diffusion d’informations et l’analyse des demandes afin d’améliorer la qualité de l’assistance. En exploitant sa capacité à traiter rapidement de grandes quantités de données et à ajuster ses résultats en permanence, l’IA pourrait également simuler l’éligibilité des individus pour des prestations sur la base de critères statutaires prédéfinis. Toutefois, ce type de cas d’utilisation de l’IA est très peu répandu, et ceux qui utilisent l’IA se concentrent principalement sur la détection des paiements indus plutôt que sur l’inscription automatique des personnes éligibles. En outre, les capacités de prédiction de l’IA s’étendent à l’identification des personnes susceptibles d’avoir besoin de prestations à l’avenir, ce qui permet une approche préventive de la distribution des prestations.


- Une IA mal conçue ou mal mise en œuvre pour la gestion des PRM ou de l’AC peut entraîner des évaluations biaisées, à des problèmes de protection de la vie privée, à l’exacerbation des inégalités, ainsi qu’à un risque de manque de transparence, d’explicabilité et de responsabilité. Les évaluations biaisées peuvent se traduire par le refus injustifié d’accorder des prestations ou par l’attribution injustifiée de prestations à des personnes qui n’en ont pas besoin, ce qui perpétue les inégalités et peut constituer une violation des droits de l’homme. Les problèmes de protection de la vie privée proviennent des vastes données personnelles traitées par de nombreux systèmes d’IA, ce qui accroît le risque d’utilisation abusive ou d’accès non autorisé. En outre, les difficultés d’accès aux services numériques peuvent exacerber les inégalités et réduire l’utilisation de ces services par les groupes vulnérables. Le manque de transparence des processus décisionnels de l’IA fait qu’il est difficile pour les individus de comprendre les résultats ou de demander des recours en cas d’effets négatifs. La complexité des mécanismes de
responsabilité complique encore l’identification des parties responsables en cas d’erreurs ou de dommages causés par les systèmes d'IA.

Établir un équilibre entre les possibilités et les risques liés à l’utilisation de l'IA pour la gestion des PRM et de l'AC nécessite une réflexion approfondie et des protections appropriées afin de garantir une utilisation fiable de l'IA. Les pays doivent examiner attentivement si l'IA est la solution optimale et garantir une mise en œuvre fiable en préservant la détermination et la surveillance humaines, en examinant de manière transparente la part de faux positifs et de faux négatifs acceptés par le système, en procédant régulièrement à des évaluations des risques et à des audits, en garantissant la transparence et l’explicabilité ainsi qu’une bonne gouvernance des données des systèmes d'IA utilisés, et en encourageant les initiatives de renforcement des capacités. Des initiatives telles que les principes de l'IA de l’OCDE fournissent un cadre mondial pour une IA digne de confiance. Les pays peuvent saisir les occasions de collaborer au niveau international sur les approches et les normes en matière d'IA.
Zusammenfassung


- **KI kann während des gesamten Verwaltungsprozesses von MIL und AU eingesetzt werden.** Gängige Anwendungsfälle sind KI-gestützte Chatbots für die Verbreitung von Informationen und die Analyse von Anfragen zur Verbesserung der Supportqualität. KI hat die Fähigkeit, große Datenmengen schnell zu verarbeiten und Auswertungen kontinuierlich anzupassen. Die Technologie könnte dazu genutzt werden, anspruchsberechtigte Personen und deren Leistungshöhe auf der Grundlage vorgegebener gesetzlicher Kriterien automatisch zu erfassen. Es gibt allerdings bisher nur wenige Beispiele solcher KI-Anwendungen, die sich meist darauf beschränken, unrechtmäßige Zahlungen zu erkennen. KI hat das Potenzial, Personen zu identifizieren, die in der Zukunft Leistungen benötigen könnten, was einen präventiven Ansatz für Sozialleistungen ermöglichen würde.


würden es zusätzlich schwieriger machen, verantwortliche Parteien im Falle von Fehlern oder Schäden, die durch KI-Systeme verursacht werden, zu identifizieren.

Glossary

Artificial Intelligence

The AI Group of Experts at the OECD has defined AI systems as “a machine-based system that, for explicit or implicit objectives, infers, from the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual environments. Different AI systems vary in their levels of autonomy and adaptiveness after deployment.”

Additionally, the Explanatory Memorandum specifies that topics typically encompassed by the term “AI” and in the definition of an AI system include categories of techniques such as machine learning and knowledge-based approaches, and application areas such as computer vision, natural language processing, speech recognition, intelligent decision support systems, intelligent robotic systems, as well as the novel application of these tools to various domains. AI technologies are developing at a rapid pace and additional techniques and applications will likely emerge in the future. The OECD definition aims to be flexible by reflecting a broad understanding of AI, and actors using this definition are encouraged to exercise judgement on its relevant scope, depending on the context it is being used in (OECD, 2024[1]).

Outputs of AI systems generally reflect different tasks or functions performed by AI systems. They include, but are not limited to (OECD, 2022[2]):

- recognition (identifying and categorising data, e.g. image, video, audio and text, into specific classifications as well as image segmentation and object detection);
- event detection (connecting data points to detect patterns, as well as outliers or anomalies);
- forecasting (using past and existing behaviours to predict future outcomes);
- personalisation (developing a profile of an individual and learning and adapting its output to that individual over time);
- interaction support (interpreting and creating content to power conversational and other interactions between machines and humans, possibly involving multiple media such as voice text and images);
- goal-driven optimisation (finding the optimal solution to a problem for a cost function or pre-defined goal);
- reasoning with knowledge structures (inferring new outcomes that are possible even if they are not present in existing data, through modelling and simulation).

Machine Learning

Machine learning (ML) is a set of techniques that allows machines to improve their performance and usually generate models in an automated manner through exposure to training data, which can help identify patterns and regularities rather than through explicit instructions from a human. The process of improving a system’s performance using machine learning techniques is known as “training” (OECD, 2024[1]).
Natural Language Processing

Natural Language Processing (NLP) is a component of AI that enables machines to understand human language. By analysing the meaning of individual words, as well as the grammar that specifies the relationship between the words, NLP can extract meaning from large amounts of text and documents. When NLP is combined with ML techniques (also known as ‘statistical NLP’), it becomes possible to identify the most likely meaning of a sentence or phrase (Nadkarni, Ohno-Machado and Chapman, 2011[3]). Common applications of NLP are automatic translations, grammar and spell check software, or automatically producing summaries of documents.

Social benefits

Social benefits to households are typically broken down into social transfers in kind and monetary social benefits. Transfers in kind are related to the provision of certain goods or services, meaning that households have no discretion over the use of these benefits. Monetary social benefits are typically transferred in cash and therefore allow households to use the cash indistinguishably from other income.

Means-tested monetary social benefits

Monetary social benefits may include benefits such as old-age benefits, child benefits, or other cash transfers to households to meet their financial needs in case of unexpected events, such as sickness, unemployment, housing, education, or family circumstances (OECD, 2024[4]). Except for child benefits, which are typically universal, most monetary social benefits for working-age individuals are conditional on income (‘means-tested benefits’) and/or on past contributions or past employment (see Table 1). This paper focuses on means-tested benefits. In particular, the focus lies on minimum income benefits and unemployment assistance.

Table 1. Working-age benefits by entitlement criterion

<table>
<thead>
<tr>
<th></th>
<th>Conditional on past contributions or past employment</th>
<th>Available irrespective of past contributions or past employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means-tested</td>
<td>E.g., Unemployment assistance (Austria)</td>
<td>Minimum income benefits (e.g. social assistance, housing benefit), but also some unemployment assistance programmes (Australia, Germany, UK)</td>
</tr>
<tr>
<td>Not means-tested</td>
<td>E.g., Unemployment insurance benefit, disability pensions, sickness benefit</td>
<td>Universal benefits, in practice: child benefits</td>
</tr>
</tbody>
</table>

Source: Based on Hyee et al. (2020[5]), How reliable are social safety nets?: Value and accessibility in situations of acute economic need, https://doi.org/10.1787/65a269a3-en.

Minimum income benefits

Minimum income benefits (MIB) are aimed to prevent extreme hardship and employ a low-income criterion as the central entitlement condition. These means-tested payments are typically received by households with no other income sources, although they can also top up incomes of low-paid workers and recipients of other benefits. Examples of MIB are social assistance benefits, means-tested lone-parent benefits, means-tested housing benefits, or any income support for jobseekers that is not conditional on past work contributions (Hyee et al., 2020[5]; Immervoll, 2010[8]; OECD, 2024[4]; OECD, 2024[7]).
Unemployment assistance

Unemployment assistance (UA) consists of benefits to jobseekers that are usually means-tested. They thereby differ from unemployment insurance benefits, which are usually not means-tested. In some countries (e.g. Austria), UA is conditional on past contributions or past employment, whereas in others (e.g. Australia, Germany, United Kingdom), it is not. UA either provides a second-tier safety net for those who have exhausted their rights to unemployment insurance, or serve as a principal form of income support for jobseekers who were not entitled to unemployment insurance benefits in the first place (OECD, 2024[7]).

Automated decision-making

Automated decision-making (ADM) can take many forms, ranging from supporting human decision-making through profiling and automatic recommendations (also known as “augmented intelligence” or “shared decision-making”) to fully automatic decision-making that does not require any human involvement (“full-ADM”) (European Commission, 2024[8]; European Law Institute, 2022[9]; ICO, 2024[10]; US Congress, 2022[11]).
1 Introduction

Despite the critical role of monetary social benefit programmes in shielding people from economic uncertainties and poverty, people do not always request or receive the benefits to which they are entitled – also known as “non-take-up” (OECD, 2024\textsuperscript{12}). The replacement or supplement of income provided by monetary social benefit programmes (see Box 1.1) protects individuals and families against economic and social risks such as ill health, old age, or job loss, and contributes to preventing and decreasing poverty. This makes them crucial for ensuring societal well-being and a sustainable economy (OECD, 2020\textsuperscript{13}).

The failure to provide benefits to those who are genuinely in need of and/or entitled to support increases the risk of poverty and exclusion, particularly for the poorest and most vulnerable individuals and families (Marc et al., 2022\textsuperscript{14}). Although non-take-up rates vary significantly across programmes and countries, incomplete take-up is the rule rather than the exception (Dubois and Ludwinek, 2015\textsuperscript{15}; Ko and Moffitt, 2022\textsuperscript{16}; Marc et al., 2022\textsuperscript{14}; OECD, 2018\textsuperscript{17}), and many individuals across OECD countries feel they cannot access public benefits easily in times of need (OECD, 2023\textsuperscript{18}).

Improving take-up of minimum income benefits (MIB) and unemployment assistance (UA) is of particular interest (see Box 1.1). While these means-tested benefits may not always succeed in fully lifting individuals out of poverty (Hyee et al., 2020\textsuperscript{19}; OECD, 2023\textsuperscript{19}), they are an essential safety net for low-income households and the unemployed and decrease financial strain on them (Almeida, De Poli and Hernández, 2022\textsuperscript{20}; OECD, 2019\textsuperscript{21}). Yet, take-up of MIB and UA is particularly low: on average across OECD countries, less than one-third of poor working-age households receive MIB (Hyee et al., 2020\textsuperscript{19}) or UA (OECD, 2018\textsuperscript{17}). In some countries (e.g., Latvia, Estonia, Poland), MIB take-up among the poor\textsuperscript{2} is even as low as 5% (Almeida, De Poli and Hernández, 2022\textsuperscript{20}).

In countries with low levels of automation in the management of social benefit programmes, it can be difficult for caseworkers to assess and re-assess eligibility more than once every few months or even once per fiscal year, because eligibility criteria often require the verification of several data sources. As a result, some people continue to experience severe financial hardship while waiting for the receipt of the MIB or UA they have become eligible for, or they continue to receive undue payments – country-level data indicate substantial losses of funds due to undue payments in social benefit programmes (OECD, 2020\textsuperscript{13}). Adding to these challenges, social support systems tend to grow in complexity (Marc et al., 2022\textsuperscript{14}), increasing the workload of public servants. In light of these challenges, it is becoming imperative for countries to enhance not only the coverage but also the efficiency of their MIB and UA programmes. This paper investigates how artificial intelligence (AI – see Box 1.2) could help to improve take-up and efficiency of MIB and UA, and what are associated risks that would need to be addressed.

\textsuperscript{1} All countries except those with very low incomes offer some kind of social benefits for lower income individuals and families (Ko and Moffitt, 2022\textsuperscript{16}).

\textsuperscript{2} Below 40% of median equivalised disposable income (Almeida, De Poli and Hernández, 2022\textsuperscript{20}).
Box 1.1. Defining “minimum income benefits" and “unemployment assistance”

Social benefits to households are typically broken down into social transfers in kind and monetary social benefits. Transfers in kind are related to the provision of certain goods or services, meaning that households have no discretion over the use of these benefits. Monetary social benefits are typically transferred in cash and therefore allow households to use the cash indistinguishably from other income.

Monetary social benefits may include benefits such as old-age benefits, child benefits, or other cash transfers to households to meet their financial needs in case of unexpected events, such as sickness, unemployment, housing, education, or family circumstances. Except for child benefits, which are typically universal, most monetary social benefits for working-age individuals are conditional on income (means-tested benefits) and/or on past contributions or past employment (see Table 1.1). This paper focuses on means-tested benefits. In particular, the focus lies on minimum income benefits and unemployment assistance, which are an essential safety net for low-income households and the unemployed, but for which take-up rates are typically low.

Table 1.1. Working-age benefits by entitlement criterion

<table>
<thead>
<tr>
<th>Conditional on past contributions or past employment</th>
<th>Available irrespective of past contributions or past employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means-tested</td>
<td>Minimum income benefits (e.g. social assistance, housing benefit, but also some unemployment assistance programmes (Australia, Germany, United Kingdom)</td>
</tr>
<tr>
<td>Not means-tested</td>
<td>Universal benefits, in practice: child benefits</td>
</tr>
</tbody>
</table>

Minimum income benefits (MIB) are aimed to prevent extreme hardship and employ a low-income criterion as the central entitlement condition. These means-tested payments are typically received by households with no other income sources, although they can also top up incomes of low-paid workers and recipients of other benefits. Examples of MIB are social assistance benefits, means-tested lone-parent benefits, means-tested housing benefits, or any income support for jobseekers that is not conditional on past work contributions.

Unemployment assistance (UA) consists of benefits to jobseekers that are usually means-tested. They thereby differ from unemployment insurance benefits, which are usually not means-tested. In some countries (e.g. Austria), UA is conditional on past contributions or past employment, whereas in others (e.g. Australia, Germany, United Kingdom), it is not. UA either provides a second-tier safety net for those who have exhausted their rights to unemployment insurance or serve as a principal form of income support for jobseekers who were not entitled to unemployment insurance benefits in the first place.

Countries are planning to increase their use of digital tools such as AI for managing means-tested benefits in the coming years (see Annex A). This is not surprising, considering that AI is recognised for its ability to handle complex tasks, which may help with determining benefit eligibility based on pre-defined statutory criteria; and AI-powered conversational agents such as chatbots, which are increasingly being used in customer services, may help to support individuals seeking information on specific means-tested benefits. However, there is a notable gap in understanding AI applications for means-tested social benefits like MIB and UA. Drawing on desk research, an open-ended survey on Harnessing Technology and Data to Improve Social Protection Coverage and Social Assistance Delivery among members of the OECD Working Party on Social Policy (hereafter: the “OECD Technology for Social Protection Questionnaire”) and semi-structured interviews with stakeholders engaged in AI use for MIB or UA, this study addresses this gap by first providing an exploration of the technical and practical possibilities of using AI for MIB and UA. Additionally, it seeks to assist policy makers in making informed decisions regarding AI adoption for MIB or UA, weighing the possibilities of the different types of AI tools and assessing associated opportunities and risks. Furthermore, the study aims to help policy makers establish appropriate safeguards – should AI be adopted for these means-tested benefits – to seize opportunities and address risks.

**Box 1.2. Defining artificial intelligence**

**Artificial intelligence**

Simply put, AI comprises of several tools or systems that take data and, using a statistical model, generates predictions, decisions, or recommendations. AI systems can improve their predictions and recommendations over time by updating and optimising the underlying model parameters. More precisely, the OECD (2024) defines an AI system as:

“a machine-based system that, for explicit or implicit objectives, infers, from the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual environments. Different AI systems vary in their levels of autonomy and adaptiveness after deployment.”

Additionally, the Explanatory Memorandum specifies that “Topics typically encompassed by the term “AI” and in the definition of an AI system include categories of techniques such as machine learning and knowledge-based approaches, and application areas such as computer vision, natural language processing, speech recognition, intelligent decision support systems, intelligent robotic systems, as well as the novel application of these tools to various domains” (OECD, 2024).


The paper continues as follows. Section 2 maps out the technical possibilities of using AI for managing MIB or UA and describes concrete examples of current or past use cases of AI for these benefits in various countries, including Australia, Austria, Belgium, Brazil, Canada, Colombia, Costa Rica, Czechia, Denmark, Estonia, Finland, Germany, the Netherlands, New Zealand, Sweden, and the United Kingdom. Section 3 analyses how these uses of AI can help to improve MIB and UA. However, using AI in this context also comes with specific risks – a topic discussed in detail in Section 4. Section 5 reflects on strategies that countries may consider to seize identified opportunities while addressing the risks, thereby ensuring that AI use for MIB and UA is trustworthy and beneficial for all. Section 6 concludes.
2 Technical possibilities and use cases

This section describes the technical possibilities of using AI to manage means-tested benefits such as minimum income benefits (MIB) and unemployment assistance (UA), and illustrates them with concrete examples of current or past use cases where possible. Infographic 2.1 shows the technical possibilities of using AI throughout the process of managing these means-tested benefits, by partially or fully automating certain tasks or services.

Infographic 2.1. The technical possibilities of using AI throughout the process of managing means-tested benefits

- Extracting and summarising information from government websites.
- Answering questions about existing benefits and eligibility criteria.
- Simulating eligibility and level of benefit entitlement, based on predefined statutory criteria.

- Answering questions about how to fill out application forms.
- Pre-filling or completing application forms.
- Processing application forms that are filled out manually or online.
- Processing other information not captured by standardised forms (e.g., caseworker reports).
- Complementing existing data sources with new measures or estimates of input variables.

- Assessing/predicting what type and level of social benefits individuals are eligible for, based on predefined statutory criteria.
- Identifying/predicting beneficiaries who are not eligible, i.e., identifying undue payments.
- Automatic re-assessments of eligibility due to changing circumstances.

- Notifying individuals about the exact type and level of social benefits they are eligible for, and potential next steps.
- Notifying beneficiaries that they are not eligible for the benefits they receive, and potential next steps.

Source: OECD Secretariat.
This Section, which is organised according to the categories in Infographic 2.1, indeed shows that there are AI use cases throughout the benefit management process. Many AI use cases show that, when gathering information on existing social benefits and their eligibility criteria, AI can swiftly extract and summarise information from various government websites, and answer questions in any language, at any time of the day. This section also describes examples of how AI can help handle MIB and UA application forms by answering questions about the forms, pre-filling them, or processing hand-written forms and notes. Importantly, AI systems’ ability to process and learn from vast amounts of data can help to determine what social benefits people are eligible for based on pre-defined statutory criteria, and swiftly allocate them, scale them up or down, or terminate them when necessary. To date, this type of AI use is mostly found to automate (parts of) the benefit termination process. When communicating benefit decisions, AI could automate the drafting of tailored letters, although there are not many examples in this regard.

While certain AI systems could manage (parts of) the process autonomously without the need for any human involvement, they are often not deployed that way, nor would that be desirable. This paper uncovers some examples where AI is used to automatically perform tasks or make decisions, but AI is more commonly used to provide recommendations to support human decision-making. Using AI in the decision-making process is also known as automated decision-making (ADM), which can take many forms, ranging from supporting human decision-making through profiling and automatic recommendations, to fully automated decision-making that does not require any human involvement (“full-ADM”) (European Commission, 2024[9]; European Law Institute, 2022[9]; ICO, 2024[10]; US Congress, 2022[11]). While full-ADM (whether AI-powered or not) may significantly improve the efficiency of MIB and UA management, it poses the question whether decisions about monetary social benefits should be made without any human involvement, because these benefits have a significant impact on people’s lives. Indeed, the OECD AI Principles call on AI actors to implement mechanisms and safeguards that ensure capacity for human intervention and oversight, to promote human-centred values and fairness in AI systems (OECD, 2019[23]).

Yet, it should be noted that, while AI can demonstratively be leveraged at all stages of managing MIB and UA, this does not necessarily mean that the counterfactual is the absence of technology. In many OECD countries, microsimulation models and simple rule-based ADM systems, that some may not classify as AI, have been used for over 20 years (OECD, 2024[12]). See Section 3 for a detailed discussion of the added value AI can bring to social protection.

2.1. Providing information and support to clients

Individuals need to be able to gather information on existing social benefits and their eligibility criteria. This enables them to assess which benefits they can apply for, and to assess whether they rightfully (do not) receive these benefits. Individuals can typically gather this information from government websites or by calling a dedicated call centre. However, information may be scattered or difficult to find and understand, for instance because of technical language used or because individuals do not master the national language. Moreover, call centres are often not available outside of business hours and may have (long) waiting times.

AI technologies could automatically summarise information and answer questions related to MIB and UA in real-time, at any time of the day. For instance, AI could extract information on social benefits from various government websites and generate summaries, which could be used to generate and automatically update explanatory notes about specific social benefits. Conversational agents such as chatbots and virtual assistants are increasingly well-known tools in government agencies, and the use of chatbots to communicate with potential programme users is currently the most common use of AI by social benefit and service agencies (OECD, 2024[12]). For instance, 26% of respondents of the 2021 Gartner CIO survey, conducted in 166 government agencies across the world, indicate having deployed chatbots in their organisation and another 59% plan to implement them within three years (Gartner, 2021[24]). Similarly,
Misuraca and Van Noordt (2020) find in their review of 230 AI-enabled public services across the EU that chatbots emerged as the first choice, accounting for over one-fifth of use cases.

Using a conversational agent to answer questions could free up time in call centres for questions that require more complex interactions. For instance, the Belgian National Employment Office (Office national de l'emploi – ONEM) set up a chatbot to ease the pressure on contact centres brought on by the unprecedented volumes following the COVID-19 crisis. The current version, called Ori – rolled out in December 2021 – can answer a range of questions relating to unemployment and career breaks, including where to find information on the level of unemployment benefits one may be eligible for (ISSA, 2022). Other examples of conversational agents that provide information are Digital Assistants used by Services Australia to provide real-time assistance to customers and staff with questions about online claims and social security payments (OECD, 2023), and the AI-powered chatbot OSC Caro of the Austrian social insurance agency (Dachverband der Österreichischen Socialversicherungsträger – SVA), which provides digital support to customers across different domains, including childcare allowances (ISSA, 2020). In 2020, the Canada Revenue Agency (CRA) started to use chatbots to provide non-confidential information on various topics including social benefits and limited programme information (see Box 2.1).

**Box 2.1. AI-powered chatbots of Canada Revenue Agency**

Canada Revenue Agency (CRA), the agency in charge of administering tax, benefits, and related programmes and ensuring compliance on behalf of governments across Canada, noticed that clients experienced challenges accessing information from their websites, leading them to abandon the digital portals, completing their task incorrectly, and/or resorting to telephone services to get assistance. To address these issues and optimise its public web presence, the CRA started to implement chatbots in 2020 that use Natural Language Processing (NLP) to interpret questions and information on CRA websites. These AI-powered chatbots – ow available on 16 of the CRA webpages – help people navigate the complex information by redirecting them to the websites that contain the answer, or by helping them reach the right contact centre.

By design, the chatbot responds to non-account specific questions, and redirecting people to (human) contact centres remains important, because to ensure that the clients’ data and privacy remain well protected, the chatbots currently do not access the clients’ personal confidential data. As a result, the CRA did not experience a reduction of calls to the contact centres, but rather a change in the type of questions posed to the contact centres, with a reduction in relatively technical questions (e.g. how to find or fill out a certain form), and an increase in more complex questions that require access to the clients’ personal file (e.g. which benefits they are eligible for).

Future iterations of the chatbots may include applications of generative AI, the availability of a chatbot in a secured space so that it can access the clients’ confidential information, and a seamless transition between the AI-powered chatbot and the live chat with humans that is currently already available.


Natural Language Processing (NLP) techniques could produce easy-to-understand summaries and answers related to MIB or UA, and make them available in many languages. The Finnish Social Insurance Institution (Kela) uses the Kela-Kelpo/FPA-Folke chatbot which understands Finnish, Swedish, and English, and can reply in Finnish or Swedish. It assists clients in accessing information about various social benefits (including social assistance, parental benefits, and unemployment insurance) and helps discover, understand, and complete benefit applications – see also Section 2.2. If necessary, the bot directs
customers to other service channels, such as the call centre service. Between July and December 2022, the number of discussions increased by 67% compared to the corresponding period of the previous year, and 89% of the discussions were resolved (Kela, 2023[29]).

AI could also monitor call volumes and analyse queries and calls to improve the availability and quality of client support and information provision about MIB and UA. For instance, based on callers’ latent characteristics and previous customer behaviour, Machine Learning (ML) techniques can be used to predict future call arrival volumes and required staffing levels (Albrecht, Rausch and Derra, 2021[30]). While potentially raising concerns regarding clients’ privacy protection (see Sections 4.2 and 5.5), using AI to analyse the content of queries in conversational agents or calls can also make it possible to gather insights in recurring or trending questions, language use, or customer feedback, which can help to improve the quality of the interactions with call centres and conversational agents (Haas, McGuire Christian and Keuky, 2021[31]). For instance, as part of its national digitisation strategy, Czechia’s Ministry of Labour and Social Affairs is developing an AI system to monitor topics addressed in the call centre or other communication channels. By summarising the content of these interactions and identifying trends, training for call centre agents might be improved, amongst others (MoLSA, 2023[32]; OECD, 2023[22]). Finally, AI could help quickly redirect clients to the department or person best placed to answer their questions. For instance, the Austrian social insurance agency (SVA) uses an AI-powered voice recognition system that automatically forwards customer inquiries to the corresponding offices, based on the recognition of specific terms. Similarly, AI is also used to automatically dispatch emails to the corresponding departments (ISSA, 2020[27]).

Leveraging their capability to handle large volumes of data, identify complex patterns, automatically extract data from databases, and adapt and learn from new data to improve their accuracy, AI models could be used to simulate potential eligibility and the level of MIB and UA individuals may be entitled to receive, based on pre-defined statutory eligibility criteria (see also Section 2.3). Through the analysis of personal characteristics, factors such as healthcare history, financial transactions, family composition or legal status could be taken into consideration to help people understand their potential eligibility for various benefits. In practice, however, many of these types of simulations do not rely on advanced AI technologies, but rather on more simple algorithms that may not be considered as AI. For instance, Canada’s Old Age Security (OAS) Benefit Simulator asks questions about the client’s age, net income, legal status, residence history, marital status, and spouse or common-law partner (if applicable) to provide estimates of the type and level of OAS benefits they are entitled to, including Old Age Security pension, Guaranteed Income Supplement and Allowance, and Allowance for the Survivor (Government of Canada, 2024[33]). User research validated the value of the simulator that was launched in November 2022, finding an 85% success rate, in contrast to the 35% success rate for the existing OAS payment tables on Canada.ca (OECD, 2023[22]).

2.2. Filling out and processing client information

Filling out benefit application forms can be complex and time-consuming, as can be the processing of these forms or other information needed to determine MIB or UA eligibility. For the applicant, filling out benefit application forms often requires providing detailed and comprehensive information. The documentation accompanying these forms can be complex, increasing the risk of errors and therefore unnecessary delays or even erroneous denial of MIB or UA. Processing these forms can also be time consuming and error-prone, particularly if it requires processing handwritten forms or additional open text notes provided by the applicant or in caseworker reports.

AI-powered conversational agents could provide guidance to facilitate the correct completion of social benefit application forms. Chatbots, for example, could answer questions about how to fill out specific forms and how to provide necessary documentation. Additionally, by incorporating information obtained
through these interactions or by accessing individuals’ personal data such as tax administration records and employment history, the system could automatically pre-fill or complete benefit application forms (Pugh, 2023[34]). In Finland, for example, the chatbot of the Finnish Social Insurance Institution (Kela), Kela-Kelpo/FPA-Folke, assists clients in completing benefit applications and offers personalised tips based on contextual variables during the application process ([ISSA, 2022]; [Kela, 2023]).

NLP techniques could be leveraged to extract information from unstructured data, such as notes from caseworker reports or applicant-filled forms (Fruy et al., 2022[35]). Considering this could be done automatically, it may save significant amounts of time. For instance, Employment and Social Development Canada (ESDC) used NLP techniques to scan over 10 million open-text agent case notes within a few weeks, underscoring the scalability of this technique for handling large volumes of unstructured data (see Box 2.2).

**Box 2.2. AI use to analyse free text caseworker reports in Canada**

In Canada, recipients of the Old Age Security pension (OAS) can receive a Guaranteed Income Supplement (GIS) – a cash benefit targeting low-income old-age persons to ensure they reach a minimum income level after retirement. In January 2017, changes to the eligibility criteria for the GIS resulted in the loss of these benefits for certain individuals. Six months later, this policy change was reverted, and people whose GIS could request to receive these benefits again. Employment and Social Development Canada (ESDC) – the agency responsible for GIS administration – wanted to use a proactive approach to reach out to the affected individuals. However, the absence of records detailing the GIS benefits that were terminated required a meticulous review of over 10 million open-text agent case notes. Using a sample of manually assessed case notes, the ESDC leveraged NLP and ML techniques to identify the individuals that were eligible to receive the GIS again. To minimise the possibility that eligible individuals were overlooked, the system was intentionally designed to allow a higher number of false positives. Once the system identified all relevant cases (around 4 000), the list of affected clients was provided to Service Canada caseworkers for verification, leading to the reinstated benefits of about 2 000 clients that had been affected. The whole process of proactively identifying and reinstating GIS benefits was successfully completed within a few weeks.


Using large amounts of data, ML techniques could generate estimates of input variables necessary for determining benefit eligibility or identifying undue payments, potentially complementing or augmenting existing data sources. This could be particularly useful in cases where existing data are of poor quality. For instance, using tax records as an input variable may not be reliable in countries where the poor population predominantly works in the informal sector. While non-AI technologies can already provide estimates of variables such as income based on other available data (proxy-means testing being a popular technique), this typically relies on pre-determined and static models that are not typically considered as AI. AI, and ML in particular, facilitates a more flexible data-driven approach and allows for the parameters to be automatically updated as new information becomes available.

AI systems could automatically cross-reference benefit application forms with various data sources, helping identify anomalies or irregularities in benefit applications. However, AI is again not the only technology that can perform this task. For instance, Estonia’s Unemployment Insurance Fund (Töötukassa) uses automated decision-making to automatically verify in different databases whether an
applicant’s filled out information is correct (Algorithm Watch, 2024[38]; Esko, 2020[39]; Nortal, 2022[40]; Raudla, 2020[41]; Tööstukassa, 2024[42]). Approximately 50% of all decisions regarding unemployment insurance benefits are fully automated using this system, which does not typically fall under the definition of AI, because the decision-making process is static and rule-based.\(^3\) Using AI could enable the use of more extensive information and inference for flagging cases that warrant further inspection. A notable example is found in Denmark, where the Data Mining Unit in the Public Benefits Administration (ATP-Udbetalings Danmark) employs ML and data analytics to detect cases suspected of social benefits fraud, that need verification by a human caseworker, who then reach out to the individuals, enabling them to rectify any inaccuracies (see also Box 2.4). Similarly, Germany’s Federal Employment Agency is using ML to recognise and extract information from proof-of-study documents submitted by citizens as proof of ongoing eligibility for non-employment related child benefits (Kinder geld), and for which eligibility continues up to the age of 25, provided the child is undertaking education or training (Briosců et al., 2024[43]).

2.3. Assessing eligibility and undue payments

Determining who is eligible for MIB and UA according to pre-defined statutory criteria, and which beneficiaries may not be eligible and receive undue payments, is a crucial and time sensitive but often complex task. Any delay in the decision-making process implies that eligible individuals continue to experience severe financial hardship,\(^4\) and that ineligible beneficiaries continue to receive undue payments and accumulate debts. Additionally, people’s personal situation and the eligibility criteria may change over time, requiring periodic re-asse ssments of eligibility. Yet, in countries with low levels of automation of benefit processing, determining MIB and UA eligibility could be a time-consuming task because eligibility criteria often depend on many variables, and application forms often need to be cross-referenced with various sources such as tax administration, employment records and housing registries. Even if each decision to allocate, adjust, or terminate MIB or UA would only take the caseworker a few minutes to complete, the cumulative workload could result in a significant administrative burden. Assessments or re-assessments of eligibility may therefore only be performed every few months or once per fiscal year.

While traditional statistical models could already help to swiftly determine social benefit eligibility or undue payments based on pre-defined rules and relatively simple variables, some AI systems offer enhanced capabilities in identifying complex patterns within large datasets. AI’s ability to adapt may also improve the precision of (in)eligibility assessments (see Section 3.3). Using a representative sample of previous decisions regarding benefit recipiency, combined with personal data from both recipients and non-recipients, AI systems may be able to predict the likelihood of eligibility for specific social benefits with greater accuracy and nuance. For instance, the Colombian Identification and Classification System of Potential Beneficiaries for Social Programmes (Sís bén) trained ML models based on data from individual surveys on living conditions (e.g. income information, or access to public services) to learn patterns and relationships between socio-economic factors and “prosperity” scores on a scale from 0 to 100. By applying these learned assessments to new applicants, public entities determine whether a person can access social benefits (OECD/CAF, 2022[44]). The Canadian ESDC used ML models to predict the most probable outcome for reviews of employment insurance claims (increase or decrease benefit rate, or no change). Due to unprecedented volumes of employment insurance claims during the COVID-19 pandemic, a backlog of claims needing review arose. Using a training set of caseworker reports, the AI system was

\(^3\) The system checks the correctness of the data in the online benefit application form in various databases and decides if and for how long the person is entitled to compensation, and in what amount. After the decision is made, the system informs the applicant about it, accompanied by a notice stating that it is a decision based on automated processing of the request and the data in the files, and that they have the right to obtain explanations and to lodge a challenge.

\(^4\) Yet, while MIB and UA may decrease the severity or duration of financial hardship, they often do not succeed in fully lifting people out of poverty (Hyee et al., 2020[85]; OECD, 2023[19]).
able to swiftly identify claims requiring review by an officer (ESDC, 2023[30]; ESDC, 2024[45]; OECD, 2023[22]).

In its efforts to increase efficiency and combat social benefits fraud, the United Kingdom Department for Work and Pensions, responsible for administering the State Pension and a range of working age, disability and ill-health benefits, developed an AI system to help process benefit claims and cross-reference them with data such as those gathered from credit-checking companies, the police, the Land Registry, or social media.\(^5\) The algorithms look for patterns in claims such as applications written in the same style. Once a claim is flagged as suspicious, a human investigator takes over to determine if the claim is in fact fraudulent (Digital Watch, 2019[46]; DWP, 2018[47]; Marr, 2018[48]; Robinson, 2019[49]). Another example is found in Brazil, where the National Social Security Institute (Instituto Nacional do Seguro Social – INSS) is using AI to speed up beneficiary death detection, amongst others by using data from digital death certificates that are now issued in real-time. The INSS turned to AI because it often erroneously continued payments to deceased beneficiaries, mainly because the civil registry officers were not able to report beneficiary deaths to the INSS in a timely manner. This led to significant financial losses, amounting to billions of Brazilian real (ISSA, 2020[27]; ISSA, 2021[50]). The Swedish Public Employment Services has developed a largescale fraud detection system, rolling out in early 2024. This system combines several techniques (machine learning, deep learning, social network analysis and knowledge graphs) and encompasses a wide pool of data, including information on jobseekers, employees and employers (i.e. labour market contracts data), and suppliers (partners or service providers of the Swedish PES) (Brioscù et al., 2024[43]).

\(^5\) Using social media data may raise concerns regarding individuals privacy protection: see Sections 4.2 and 5.5.
Box 2.3. Algorithms to assess benefit eligibility using an inter-institutional information system in Costa Rica

In 2013, in accordance with Law 9137, Costa Rica developed the National Information System for the Single Registry of State Beneficiaries (SINIRUBE), a centralised inter-institutional information system that includes beneficiaries of all social programmes financed by the State. This system has an algorithm developed together with researchers from MIT that takes advantage of SINIRUBE to identify people and households in poverty along with the different types of social benefit programmes they are entitled to.

This is a significant gain in efficiency compared to the previous situation where individuals or households received visits from multiple social workers, one for each type of social assistance for which they were eligible. This represented a significant increase in efficiency and a reduction in the risk of asymmetries, as the assessment was based solely on the perception of each social worker. The system is also designed to improve ease of access for individuals or households requiring several types of assistance. This is because they now only have to upload their information into the system once, rather than for each type of assistance separately. For instance, using SINIRUBE, an active search process was conducted in 2022 and 2023, to identify possible beneficiaries for a temporary benefit for inflation, without anyone having to apply.

The Costa Rican Government is investigating and evaluating possibilities for further improving and updating the algorithm, and to increase the use of SINIRUBE for other purposes such as labour market matching of unemployed individuals.


As changes unfold in one of the data sources, AI systems are capable of swiftly re-evaluating eligibility or undue payments. If data are updated in real-time, AI systems could process this information directly and – importantly – recalibrate predictive models as soon as the change is registered in the data. For instance, AI systems could (re)assess eligibility for UA or adjustments in family benefits as soon as employment status or family composition are updated in the system. For instance, the New Zealand Government uses automated decision-making (not AI-powered) to support delivery of social welfare benefits, for example by adjusting how child support income affects benefit payments payable to clients (OECD, 2023[22]). A Danish system to predict and prevent social benefits fraud is updated daily (see Box 2.4).
Box 2.4. Machine learning and data mining to predict social benefits fraud in Denmark

Until 2013, public servants in Denmark needed to log on to various government websites and computer systems to collect all the data needed to determine eligibility of benefit applicants. Additionally, they needed to re-assess all benefit recipients every three months to verify which citizens were still entitled to the benefits they receive. Between 2007 and 2013, the Danish welfare system gradually underwent a reorganisation, including the centralisation of the administration of social benefits into ATP-Udbetalings Danmark, and the digitisation and linking of various data registries. In 2014, the Danish Parliament passed a law granting ATP-Udbetalings Danmark the authority to consolidate the many agency data sources for monitoring purposes. This enabled the use of ML and data mining techniques (something many municipalities would not be able to invest in) and, consequently, the creation of the Data Mining Unit.

This Unit uses non-sensitive personal data from Danish authorities for their models, including data on people’s personal situation (e.g. who they are married to, who they live with, number of children), housing situation (address, apartment size, number of rooms), tax data (whether they own a car, bank account details, assets, taxes), and employment data (including pay and hours worked). Using experience-based selection criteria and – specifically for family benefits – unsupervised ML for outlier detection, suspicious cases are identified and prioritised.

Notably, the system scans the data on a daily basis, so that any changes in the data can immediately be detected and re-evaluated. A digital robot subsequently generates a document with all the relevant information of the suspected individual and uploads it on a platform accessible by municipality caseworkers. They are obliged to reach out to individuals within 10 days to check if the suspicion may be due to a data error and allow the citizen to correct it or otherwise help the authorities correct their suspicion of fraud before the final decision is made. This way, suspicious cases cannot be determined based on data alone: they must be investigated in more detail by human caseworkers, and the citizen is always heard. Moreover, the extent of data that can be shared is assessed in relation to whether the data processing is proportional.


AI’s predictive capabilities extend to identifying individuals who may require benefits in the future. AI could analyse patterns in vast datasets such as economic trends, employment patterns, and demographic shifts, to identify individuals who may require benefits in the future. Taking such a preventative approach may help to reduce (the level of) benefits needed by the individual. An illustrative case is the Amsterdam municipality in the Netherlands, which uses an algorithm to identify individuals at risk of poverty (see Box 2.5). Similarly, New Zealand’s Youth Service has a risk-scoring algorithm that aims to predict which school leavers are at high risk of becoming long-term benefit recipients. The algorithm uses data to analyse factors such as how well the former student did at school, whether their parents received social benefits and if they were in contact with child protective services. Service providers then approach those deemed most at risk to offer a service (OECD, 2023[22]).
Box 2.5. The use of algorithms to identify people at risk of poverty in Amsterdam

Under the Early Intervention Programme (Vroeg eropaf), the municipality of Amsterdam in the Netherlands uses an algorithm for early identification of people at risk of getting into debts. The idea is that, by intervening early, advice or small interventions can be enough to prevent people from getting into serious debt or being evicted from their homes. To do this, the municipality leverages RIS Matching data – an online registration and information system where creditors register payment arrears and other client information (e.g. address, gender, date of birth). Municipal civil servants can initiate the automated matching of these data with the municipality’s records. Subsequently, the system automatically generates a report and assigns the individual to a specific care team (e.g. homeless, youth, entrepreneurs, back-to-work). A social worker in this team tries to reach out to the concerned citizen within 14 days to gather insight into their specific situation. Provided the citizen accepts assistance, the social worker arranges the necessary support and helps them formulate a detailed action plan. They register any agreements (or refusals to accept help) in the RIS Matching system, so that the creditors are informed and may decide to temporarily suspend their automatic debits. In order to ensure transparency, the information on the Early Intervention Programme is published on the websites of the municipality of Amsterdam and the government’s Algorithm Register (see also Section 5.4).


2.4. Notifying individuals about eligibility decisions

Once it is determined who should and should not receive specific benefits or benefit amounts, this decision needs to be communicated to the relevant individuals. This could be a notification about the person’s eligibility, advising them to apply for specific benefits themselves, or a notification that specific benefits will automatically be granted to them. For ineligible beneficiaries, it could be a notification that they are suspected of receiving undue payments, and/or the decision to terminate specific benefits, potentially with an explanation how to appeal the decision.

AI could automatically draft notifications that are tailored to the individual’s case. The task of sending out standard notifications could easily be automated using traditional technologies, but AI could automate the drafting of notifications that include information about the main or determinant factors influencing the decision, or provide information about what would happen in a counterfactual (Doshi-Velez and Kortz, 2017[60]). This means that, if an applicant is denied certain social benefits based on an AI system’s recommendation, the AI-generated notification could clarify what factors affected the decision, whether they affect it positively or negatively and what their respective weights are (see also Section 5.4). However, in practice, AI does not appear to be used for this purpose (yet).
3 Opportunities

Modernising social protection through digital tools may bring many opportunities (OECD, 2024[12]), and using AI for managing means-tested benefits such as minimum income benefits (MIB) and unemployment assistance (UA) has the potential to improve upon these advances. It may alleviate administrative burden through task automation, provide caseworkers with valuable insights for improved decision-making, minimise delays between benefit eligibility and receipt or debt accumulation, improve client interactions with social services, and – most importantly – improve the take-up of MIB and UA among eligible individuals. Yet, the extent to which these opportunities of AI are realised in practice remains uncertain, due to a lack of evidence and because the realisation of the opportunities critically hinges on AI being trustworthy and beneficial for individuals, which requires certain safeguards to be put in place (see Section 5). This section presents the potential opportunities; Section 4 will discuss the risks that systems used for MIB or UA can pose if they are not used in a trustworthy way.

3.1. Decreased administrative burden

By (further) automating tedious and repetitive tasks, AI systems offer the potential to decrease the administrative burden on public servants engaged in MIB or UA management. Non-AI technologies and automation could also help with this, but Section 2 shows that, with the help of AI, caseworkers may additionally no longer need to process hand-written forms and open-text caseworker reports, or cross-reference benefit application forms with an array of data sources. Instead, they can receive individuals’ full case reports with the click of a button, including recommendations about their (in)eligibility for specific benefits. Al can also answer questions 24/7.

Caseworkers and customer service employees could use the time freed-up by AI to focus on more complex cases. For instance, (Milanez, 2023[61]) shows that, in the finance and manufacturing sectors, the automation of tedious tasks through AI allowed workers to spend more time supporting customers and colleagues across the firm. For caseworkers, this could mean that they can spend more time on individuals that require client consultations, home visits, or compassionate decision-making. For customer service employees, the experience of the Canadian Revenue Agency of using a chatbot to help people find the answer to their questions was that, while the overall volume of calls remained the same, the type of questions asked to call centre agents changed towards questions about their individual cases (CRA, 2024[28]).

3.2. Efficient benefit allocation and related social spending

AI’s ability to quickly process and analyse large volumes of data enable it to quickly assess and reassess MIB and UA eligibility in view of changing circumstances. Depending on how frequently data are updated in the system (see Section 5.5), this could help reduce the intensity and duration of financial hardship as

Evidence from other sectors also shows that AI tends to automate more repetitive tasks than it creates (Lane, Williams and Broecke, 2023[112]).
compared to "traditional", non-AI powered systems, in which benefit eligibility may be updated every few months or once per fiscal year. The ESDC use case in Canada (Box 2.2) shows that AI can re-assess social benefit eligibility of over 10 million individuals within a few weeks – a task that would likely take a human team of caseworkers several months or even years due to the required open-text analysis. With AI, caseworkers no longer needed to perform the time-intensive task of reading through vast amounts of open text, and can instead focus on verifying the decisions made by the system, thereby significantly speeding up the process.

In addition to identifying eligible individuals, AI could also improve the speed and efficiency in identifying individuals who are at high risk of financial or situational hardships. While human caseworkers and non-AI technologies can perform this task as well – and indeed, they often do – they would not be able to discern patterns in as little time and using as many variables as an AI system can. AI’s predictive power and speed enables social protection agencies to implement measures such as targeted interventions or financial counselling early on, thereby mitigating potential challenges before they escalate.

Similarly, AI tools could help scale down benefits in a timelier way and communicating decisions more promptly. As a result, in addition to making the targeting of benefits more effective, AI could minimise or even prevent undue payments. For instance, the Brazilian use case described in Section 2.3 highlights the use of AI to speed up beneficiary death detection. Using AI could also help prevent undue payments by flagging anomalies in benefit application forms, as exemplified by the Danish use cases described in Box 2.4.

Overall, using AI to swiftly allocate, scale up or down, or terminate MIB and UA may improve efficiency of social spending, helping to ensure that public resources are allocated where they are needed most and when they are needed. AI would also allow social protection agencies to have more accurate and up-to-date estimations of current needs for MIB and UA. Combined with AI-powered identification of patterns and trends, this could allow policy makers to better anticipate shifts in demand for MIB and UA, and proactively plan for upcoming challenges. For instance, when demand for MIB or UA is expected to increase, additional resources can be earmarked for future benefit recipients, investments in human resources can be made to efficiently manage the increased demand, and measures to prevent hardship can be implemented.

### 3.3. Improved accuracy and fairness of decision-making

The use of trustworthy AI may promote data driven, objective, and consistent benefit eligibility assessments. While there are undoubtedly risks of biases in AI systems (see Section 4.1 for a detailed discussion), humans are unfortunately not infallible either. If well designed and trained on unbiased data, AI systems used for MIB or UA eligibility assessments may be more accurate and data driven, because AI enables the use of a richer variety of data as inputs than previously possible, such as unstructured data (e.g. images and open text), and because it can harness information generated by digitised service delivery. It therefore creates opportunities for improved problem definition and policy framing, and allows for a quicker, deeper, and more precise understanding of citizen preferences and context (Berryhill et al., 2019[30]). AI-driven eligibility assessments may also improve fairness by eliminating variations across caseworkers or regions. Yet, realising this opportunity critically hinges on the AI system making use of high quantity and quality data and algorithms (see Section 5.5). Considering this can be challenging, there is a risk of incorrect or biased outcomes when using AI for MIB or UA eligibility assessments: see Section 4.1.

---

7 Including the use of AI to improve the accuracy and timeliness of the variables used as input for defining benefit eligibility.
3.4. Improved client experience and trust

AI may improve interactions with social protection agencies. For instance, AI-powered conversational agents can provide plain-language information about MIB and UA and how to apply to them, with information tailored to the individual's case, and do so 24/7. Moreover, AI's potential to free up time for caseworkers and call centre agents could make it easier to find someone available to provide information and support, thereby facilitating human-to-human interactions. Additionally, individuals who prefer not to talk to a person can still receive the necessary information and support, for instance by interacting with AI-powered conversational agents. The automated nature of AI interactions can create a less intimidating environment, potentially encouraging more individuals to explore and access available benefits.

AI may improve interactions with social protection agencies. For instance, AI-powered conversational agents can provide plain-language information about MIB and UA and how to apply to them, with information tailored to the individual's case, and do so 24/7. Moreover, AI's potential to free up time for caseworkers and call centre agents could make it easier to find someone available to provide information and support, thereby facilitating human-to-human interactions. Additionally, individuals who prefer not to talk to a person can still receive the necessary information and support, for instance by interacting with AI-powered conversational agents. The automated nature of AI interactions can create a less intimidating environment, potentially encouraging more individuals to explore and access available benefits.

AI may simplify the application process. AI's speed in processing structured and unstructured data can help social protection agencies implement proactive MIB and UA systems in which individuals receive a notification about their eligibility for – or even enrolment in – specific benefit programmes, if they wish to do so. This could significantly decrease the necessary effort for individuals to enrol in MIB or UA programmes, thereby improving take-up (see Section 3.5). Even systems for MIB or UA where people need to apply for benefit themselves, the application process could be simplified by using AI, because of its potential to improve information provision about available benefits and how to apply to them, and to pre-fill benefit application forms.

AI's potential to provide more accurate and timely decisions about benefit eligibility may also enhance trust in social protection agencies. This is particularly likely if using AI reduces the number of inaccurate rejections, downward adjustments, or terminations of MIB or UA (i.e. decreasing the probability of false negatives in determining benefit eligibility), or if it speeds up enrolment and upward adjustments. Yet, this opportunity requires there to be public trust in AI, which critically hinges on AI being trustworthy and beneficial for individuals. This, in turn, requires certain safeguards to be put in place (see Section 5).

3.5. Increased take-up

One of the key opportunities of using AI for managing MIB or UA is its potential to increase the take-up of these benefits among eligible individuals. Indeed, most AI-use cases for MIB and UA analysed in this paper have as one of their primary aims improving take-up. There are many reasons for non-take-up, including lack of information, complexity of access, and social barriers such as stigma (Dubois and Ludwinek, 2015[15]; OECD, 2023[16]; OECD, 2024[12]; de Schutter, 2022[63]). As discussed above, AI may decrease non-take-up through each of these channels: it could improve the quality and availability of information, facilitate access to MIB and UA by automatically enrolling individuals into programmes or pre-filling forms, and decrease feelings of stigmatisation or shame by providing the option to interact with a machine rather than a person. Moreover, with more time to focus on complex cases, caseworkers can proactively identify eligible individuals who might not have sought assistance due to the complexity of access or lack of information. Yet, if not designed or implemented well, AI could also decrease take-up: see Section 4.3.
The integration of AI into the realm of means-tested benefits such as for managing minimum income benefits (MIB) and unemployment assistance (UA) is not without risks – see also (OECD, 2024[12]). Evidence from various incidents\(^8\) shows that, if not designed or implemented well, AI systems used to manage MIB or UA can generate incorrect or biased eligibility assessments, lead to privacy infringements, decrease take-up among certain groups, and lack the transparency, explainability and accountability needed for people to exercise their rights (e.g. right to due process, or providing consent to automated decision-making) and identify risks, which may ultimately cause harm and decrease trust in public institutions. Greater awareness of these risks – and appropriate safeguards to address them (see Section 5) – may empower actors, including policy makers, caseworkers, and citizens, to use AI systems for MIB and UA with caution.

### 4.1. Incorrect or biased eligibility assessments

Incorrect or biased MIB or UA eligibility assessments mean that individuals in precarious situations do not, or no longer receive the benefits they are entitled to (also known as “false negatives” in benefit eligibility assessments), or they lead to the wrongful allocation of MIB or UA to those who do not actually need them (also known as “false positives”). Biased assessments could lead to discrimination, in violation of the United Nations’ Universal Declaration of Human Rights (United Nations, 1948[64]) and anti-discrimination laws. False positives or -negatives in benefit eligibility assessments typically lead to repayment demands, which can be substantial and often accompanied by fines or interest charges, and it could lead to wrongfully labelling individuals as engaging in fraudulent activity. This may not only increase financial hardship of already-poor individuals: it may also have severe negative consequences on their mental health and wellbeing, and people’s overall trust in public institutions. Additionally, for governments, the costs for compensation of financial, emotional, and other damage caused to victims of erroneous benefit denials or terminations may be substantial.

The use of AI and automated systems can perpetuate inaccuracies in MIB and UA calculations. For example, the process known as “income averaging” used by the algorithm of the former debt recovery scheme in Australia to assess income and benefit entitlement (Robodebt) produced inaccurate results and did not comply with the income calculation provisions of the Social Security Act 1991. As a result, debt notices were wrongfully issued to affected welfare recipients who would have to prove they did not owe a debt that could be many years old (Meers et al., 2017[69]; Murray, Cheong and Paterson, 2023[66]; OECD, 2024[12]; Royal Commission into the Robodebt Scheme, 2023[67]).

AI systems can carry over and systematise biases inherent in the data they are trained on, potentially leading to discrimination. While bias can also occur in decisions made by human agents, the use of AI can amplify the scale of these incidents. Yet, it can be difficult to get the data right – see Section 5. For instance,

\(^8\) The OECD AI Incidents Monitor (AIM) documents AI incidents to help policy makers, AI practitioners, and all stakeholders worldwide gain valuable insights into the incidents and hazards that concretise AI risks (OECD.AI, 2024[110]). Over time, the AIM will help to show patterns and establish a collective understanding of AI incidents and their multifaceted nature and serve as an important tool for trustworthy AI.
biased investigation or reporting of undue payments can cause AI to systematise these biases and systematically assign higher risk scores to specific demographic groups. A recent study has shown that the algorithms of the United States’ Internal Revenue Service (IRS) disproportionately select Black taxpayers for audits, even though the tax collection agency does not collect information on race. The authors argue that the bias stems from the fact that Black taxpayers are more likely to make certain mistakes in claiming tax credits and file the types of tax returns the IRS typically targets. For instance, people filing for the Earned Income Tax Credit are more likely to be selected for audits (Elzayn et al., 2023[68]). The IRS has identified this problem in the algorithm and is making changes to how people are selected for audit (OECD, 2024[12]).

Bias can also be introduced during the process of training or curating the data or the algorithm, or in the selection of biased proxies. For instance, a Dutch algorithm to identify fraudulent applications for childcare benefits was suspended in 2019, after the Dutch Data Protection Authority found it had illegally used nationality as a variable, leading to over 34 000 wrongly identified cases of fraud affecting over 94 000 children (Dutch Ministry of Finance, 2024[69]), at least 1 000 of whom were placed into custody as a result of the accusations (European Parliament, 2022[70]) – later known as the “childcare benefits scandal”. According to Amnesty International (2021[71]), “the use of nationality in the risk classification model reveals the assumptions held by the designer, developer and/or user of the system that people of certain nationalities would be more likely to commit fraud or crime than people of other nationalities”.

Yet, while AI could scale up and systematise incorrect and biased benefit eligibility assessments, this would not necessarily lead to large-scale incidents, if there are (effective) mechanisms in place to regularly check the system’s output for bias or discrimination and/or that enable making exceptions for extreme cases, and if these mechanisms are well enforced (see also Section 5). For instance, one of the key issues regarding the childcare benefits scandal in the Netherlands, was that legislation offered insufficient options to intervene or deviate in the event of unforeseen and unreasonably harmful consequences in individual situations, such a hardship clause or discretionary powers (Childcare Allowance Parliamentary Inquiry Committee, 2020[72]).

Vulnerabilities in AI systems can also increase benefit fraud, undermining the integrity of social protection and exacerbating inequalities. By analysing the patterns and criteria used by the AI system to make eligibility determinations, malicious actors could reverse-engineer the AI models and strategically tailor their fraudulent applications to mimic legitimate cases and evade detection. This highlights that there is a tension between transparency and risk of abuse of the system (see Section 4.4) and fraud, that introduces vulnerabilities into the system. Additionally, hackers could exploit vulnerabilities in the software or network infrastructure supporting AI systems, to manipulate outcomes in their favour (Comiter, 2019[73]). They could also exploit these vulnerabilities to steal personal data: see Section 4.2.

### 4.2. Privacy concerns

AI systems for managing MIB or UA often access and combine large amounts of sensitive personal data, posing a risk of privacy breaches if the data governance is inadequate. For instance, data could be misused, used without the needed consent, or inadequately protected (GPAI, 2020[74]; OECD, 2022[75]). Although the risk of a privacy breach for digital technologies is not limited to using AI, the personal data collected or processed by AI systems are often more extensive than data collected or processed by humans or through other technologies, thereby increasing the potential harm if something goes wrong. For instance, AI systems for MIB or UA management often integrate data from various agencies, increasing the risk of privacy violations through unauthorised access or unintended disclosures. Additionally, obtaining meaningful consent for data use by public institutions can be problematic, due to the power imbalance between citizens and the government, and because the opaque nature of AI decision-making processes can make it difficult to understand how personal data are being used or processed (see Section 4.4).
Moreover, AI systems are capable of detecting subtle patterns and correlations within large datasets, allowing them to make predictions or classifications about individuals that extend far beyond the information explicitly provided. For instance, AI systems can infer sensitive information of individuals (e.g. religion, sexual orientation, or political affiliations) based on non-sensitive data (Wachter and Mittelstadt, 2019[76]). Privacy breaches are a violation of people’s fundamental rights as well as data- and privacy protection legislation – in place in all OECD member countries (UNCTAD, 2024[77]).

4.3. Increased inequalities and decreased take-up among certain groups

People with difficulties accessing or engaging with digital services may not be able to benefit from AI as much as others. Certain AI systems are not (easily) accessible to people with certain disabilities, with low levels of digital skills, and/or without internet access at home. For instance, on average across OECD countries, more than a third of adults have low digital problem-solving skills or have no experience with a computer, and in some countries (e.g. Republic of Türkiye, Mexico, Chile), this share is higher than 60% (Verhagen, 2021[78]). At best, this decreases people’s ability to benefit from AI. For instance, caseworkers with low levels of digital skills may experience difficulties using AI systems that decrease their administrative burden, potentially exposing them to the risk of automation due to declining productivity compared to those who use AI.

At worst, difficulties accessing or engaging with digital services, such as those that are AI-powered, may decrease MIB or UA take-up of certain groups, especially the most vulnerable. In many OECD countries, low-income households – who are more likely to need MIB and UA – are less likely to have internet access at home (see Figure 4.1). This would not necessarily decrease take-up if traditional off-line or non-digital solutions continued to exist. However, since many AI systems need as much digitised data as possible to function optimally, introducing AI for MIB and UA management may be accompanied by an overall digitisation of public services and a discontinuation or discouragement of the possibility to submit paper-based benefit applications, for example.9 Using AI for MIB and UA management may therefore unintentionally decrease take-up among certain groups. For instance, while 98% of households who make a claim for Universal Credit in the United Kingdom does so successfully online, a small number of people with complex needs or without access to the internet are not able to use the online process. Indeed, Human Rights Watch has found that those who do not regularly use computers or the internet experience difficulties accessing their welfare benefits: a problem that is exacerbated by decreasing availability of computers in libraries and community centres due to budget cuts (Human Rights Watch, 2020[79]). In response, the DWP provides a range of support to make the service more accessible (see Section 5).

---

9 Yet, AI may also enable the processing of handwritten forms – see Section 2.2.
Figure 4.1. Households with internet access at home, by income group

Percentage of households

Note: Reference year is 2023, except for Austria, Canada, Costa Rica, Ireland, Korea and Mexico, for which the reference year is 2022, the United States (2021), the United Kingdom (2020), Chile and Iceland (2017), and Australia (2016). Low-income households are in the bottom quintile of the national income distribution.


4.4. Lack of transparency and explainability

Individuals are not always aware of the scope, extent or even existence of AI use to manage MIB or UA. AI use can be difficult to detect without explicit disclosure, and even if individuals are aware of their own or their caseworkers’ interactions with AI, obtaining insights into AI’s decision-making process can be difficult, for instance due to the complexity of the system or developers’ reluctance to disclose information. This lack of transparency poses important limits to people’s ability to exercise specific rights (e.g. the right not to be subject to automated decision-making), detect risks (e.g. risks of bias or for their privacy), and/or effectively question outcomes. In the United Kingdom, for instance, the Information Commissioner has raised serious concerns that the DWP rejected freedom of information requests and blocked inquiries from MPs about their AI system for fraud detection in welfare claims. While the DWP argues that transparency could enable fraudsters (see Section 4.1), the Information Commissioner is worried about the lack of transparency (Booth, 2023[81]).

AI systems, particularly those using complex technologies like deep neural networks, yield outcomes that can be difficult or even impossible to explain, even by the designers of the systems. This lack of explainability means that it can be extremely challenging for individuals to understand why they were denied MIB or UA or had their benefits adjusted, potentially leading to mistrust of the system even if it made the correct decision. A lack of explainability also makes it difficult for individuals to provide informed consent to the use of such systems, or to identify and seek redress for adverse effects caused by AI systems for MIB or UA. For instance, since Serbia’s introduction of an algorithm to determine people’s eligibility for social benefits, over 22 000 people have lost their benefits without knowing why (Caruso, 2022[82]). In the Netherlands, one of the problems in the childcare benefits scandal was that the tax authorities were unable to explain their decision to identify parents as fraudsters, including what the parents had done wrong and how they could correct their mistake (Amnesty International, 2021[71]; Kuźniacki, 2023[83]). Similarly, the Los Angeles Office of Child Protection terminated its AI-based project, citing the “black-box” nature of the algorithm (Lokshin and Umapathi, 2022[84]).
4.5. Risks for accountability

It is not always clear which actor linked to the AI system is responsible for preventing that something can go wrong, or who is accountable if something does go wrong: the developer, the provider, or the user of the system. This is related to the fact that, unlike traditional goods and services, some AI systems can change as they are used, by learning from new data. Using “black box” AI – including pre-trained models that are not reviewed or validated, and AI systems that are licensed from third party vendors – poses particular due process concerns (Campolo et al., 2017[85]). In recent years, legislators have made efforts to promote accountability mechanisms, such as impact assessments and/or audits to provide evidence and assurance that they are trustworthy and safe to use (see Section 5). However, enforcing these policies can be difficult because developers, providers and users of AI systems do not necessarily reside in the same jurisdictions. For instance, Amnesty International argues that public and private sector players may circumvent regulatory obligations by exporting the same AI systems to other countries (Nolan, Maryam and Kleinman, 2024[86]).

Additionally, individuals eligible for MIB or UA may not always possess the skills or resources to verify whether they have been treated unjustly and how to contest erroneous decisions based on AI. Consequently, they may encounter significant barriers in seeking redress when their benefit applications are unjustly rejected or when their existing benefits are erroneously adjusted or terminated (Barca and Chirchir, 2019[87]; Lokshin and Umapathi, 2022[84]). This is even more challenging considering that understanding the workings of an AI system can be a difficult task for anyone (see Section 4.4).
As the previous sections have shown, AI presents both significant opportunities and risks when used for managing means-tested benefits such as minimum income benefits (MIB) and unemployment assistance (UA). This section explores possible policy directions for trustworthy AI, that is policies that seize the opportunities and address the risks. The findings of this section are based on insights from the survey “Harnessing Technology and Data to Improve Social Protection Coverage and Social Assistance Delivery” which was distributed among members of the OECD Working Party on Social Policy in the Summer of 2023 (OECD, 2023[22]), semi-structured interviews with country experts on the use of AI for social benefits management, as well as the OECD AI Principles (OECD, 2019[23]). The section also builds on previous OECD work on use of AI in the public sector (Berryhill et al., 2019[62]; OECD, 2023[88]; Ubaldi et al., 2019[89]), and the recent OECD report Modernising access to social protection: Strategies, technologies and data advances in OECD countries (OECD, 2024[12]).

5.1. Human intervention and oversight

The OECD AI Principles – which set standards for trustworthy AI – emphasise the importance of mechanisms that ensure human intervention and oversight in AI systems, to uphold human-centred values and fairness (OECD, 2019[23]). Human intervention and oversight are especially important when AI is used to support decisions that have direct consequences on people’s rights and well-being, such as decisions regarding MIB or UA eligibility. For such decisions, many governments require having humans “in the loop” (e.g. they may have to approve a decision) or “on the loop” (e.g. they are able to view and check the decisions being made): for most examples of AI use for MIB or UA management discussed in this paper, the decision-making power for assigning or terminating benefits remains with human caseworkers. For European countries, the EU AI Act stipulates additional legal requirements, including human oversight, for most AI systems used in MIB or UA management, by categorising them as high-risk AI systems (Council of the European Union, 2024[90]). However, uncertainties persist regarding the legal role and accountability of humans involved in the decision-making process (Enarsson, Enqvist and Naarttijärvi, 2021[91]), underscoring the need for clarity about public officials’ role in the decision-making process, and ensuring that they have the required competence to monitor the AI system effectively and spot anomalies.

Human intervention and oversight in the management of MIB and UA also enable deviation from (or termination of) AI-enabled decision-making, for instance when the decisions appear to be biased, discriminatory or inaccurate, or when they have disproportionate consequences on individuals or households. This may promote inclusivity and accessibility of the AI-powered tools for MIB and UA management. Human-to-human interaction may also help foster transparency and explainability of the

10 Specifically, the EU AI Act identifies the following as “high risk” AI systems: “AI systems intended to be used by public authorities or on behalf of public authorities to evaluate the eligibility of natural persons for essential public assistance benefits and services, including healthcare services, as well as to grant, reduce, revoke, or reclaim such benefits and services” (Council of the European Union, 2024[90]).
decision-making process, which are beneficial for accountability and trust. For instance, the United Kingdom’s DWP provides additional support for people with complex needs or those who are not able to use online processes, for example with face-to-face support in local Jobcentres. Similarly, in Canada, individuals can access assistance through dedicated helplines staffed by trained personnel that provide guidance and support. Moreover, some provinces offer in-person assistance through local government offices or community centres, enabling individuals to directly interact with staff members who can offer personalised assistance tailored to their needs.

5.2. Strategic inclusiveness

Using AI for determining eligibility or identifying undue payments of MIB or UA requires specific considerations to strike a balance between maximising costs at the risk of denying some eligible individuals the benefits they are entitled to (“false negatives”) and maximising take-up even if that means assigning benefits to some people who are not eligible (“false positives”). Determining the threshold for false positives and false negatives in AI systems used for MIB or UA management is crucial yet complex, requiring careful considerations of technical capabilities and ethical implications. For instance, in the use case of the Canadian Guaranteed Income Supplement (GIS) programme (see Box 2.2), experts made a strategic decision to design the model to err on the side of inclusion to mitigate the risk of leaving eligible individuals without much-needed support, even if it means accepting some level of error which resulted in more work for Service Canada caseworkers (ISSA, 2020[27]; ESDC, 2023[36]). However, while this type of strategy ensures that more eligible individuals receive social benefits, it also raises concerns about the allocation of limited resources and the potential for misuse or abuse of the system. Achieving strategic inclusiveness requires a nuanced approach that considers both the immediate needs of vulnerable populations and the long-term sustainability of social protection.

5.3. Ensuring accountability early on

Establishing clear accountability mechanisms for AI use in MIB and UA management – meaning that the systems follow the law and/or principles of trustworthiness – is crucial for the use of trustworthy AI and the enforcement of regulations (OECD, 2023[38]). Conducting impact- and risk assessments before and during the implementation of AI systems can identify risks to individuals’ safety and rights, as well as opportunities early on. For example, the Dutch Fundamental Rights and Algorithms Impact Assessment (FRAIA) helps to map the risks to human rights in the use of algorithms by government organisations (Government of the Netherlands, 2024[82]), although it is not always clear how addressing the risks identified in the FRAIA can be enforced. Quality labels and certifications for trustworthy AI systems can also help. An increasingly popular tool to assess AI systems after implementation is “AI auditing” or “algorithmic auditing”. Generally speaking, in an algorithmic audit, a third-party assesses to what extent and why an algorithm, AI system and/or the context of their use aligns with ethical principles or regulation.

However, measures such as impact- and risk assessments will only promote accountability if they are properly enforced and communicated to the public in a clear and simple manner (see Section 5.4), with explanations on decisions can be reviewed and appealed. This, in turn, calls for adequately trained staff (see Section 5.6) and an adequate complaint processes in place, with measures to ensure follow-up. Regulatory impact assessments (RIAs) may help to identify and quantify the benefits and costs likely to flow from regulatory or non-regulatory options to ensure accountability of AI use for MIB and UA (OECD, 2021[93]).

---

[91] Note that, even with strategic inclusion in place, human caseworkers still needed to verify the decisions made by the system.
5.4. Transparency and explainability

Transparency and explainability mechanisms enable individuals to understand decisions, detect risks, effectively question outcomes of AI systems, provide informed consent to the use of such systems, and exercise their rights, amongst others. Transparency consists of disclosing to affected parties the fact that AI is being used to make predictions, recommendations or decisions that concern them, which helps build trust in AI systems and the governments that use them. For instance, the Dutch Government’s public Algorithm Register provides information on algorithms used by government institutions, including their purpose, impact, level of human determination and oversight, and data used (Overheid.nl, 2024[84]). In Estonia, applicants for unemployment benefits are informed by the Unemployment Insurance Fund’s use of ADM when submitting an application, and the use of ADM is displayed on the decision document (Algorithm Watch, 2024[38]).

Explainable AI (also known as “XAI”) consists of being able to provide information how AI systems reach their predictions, recommendations, or decisions. One approach for achieving XAI is to provide post-hoc explanations of how the system reached its outcome, which can be particularly useful for complex systems such as neural networks or deep learning algorithms that cannot be easily explained (also known as “black box” AI). Post-hoc explanations could for instance include information about the main or determinant factors influencing the decision, or provide information about what would happen in a counterfactual (Doshi-Velez and Kortz, 2017[89]). However, considering that some experts argue for an overall ban on “black box” AI for core public agencies in high stakes domains such as welfare (Campolo et al., 2017[83]), building interpretability into the design of the system may be preferable when AI is used for MIB or UA. This type of XAI is also known as “self-interpretable” or “white box” AI, and should be so self-explanatory that it in many cases allows for a visualisation of a decision tree of each decision the system made to reach its outcome (EDSP, 2023[95]).

5.5. Data quality and data governance

Data are the fundamental building block of AI. For instance, Section 3 highlighted the significant opportunity of improving efficiency in allocation of MIB or UA critically hinges of the availability of data that are updated in near real-time. Yet, obtaining high-quality (e.g. timely and unbiased) data is costly and administratively complex, and generating a stable consensus across society on the trade-offs, for instance between privacy, transparency and service quality, can be challenging (Janssen and van den Hoven, 2015[96]). Effective data governance requires arrangements across technical, policy, regulatory or institutional domains that affect data and their cycle – including creation, collection, storage, use, protection, access, sharing and deletion of data (OECD, 2024[12]). The OECD provides guidelines and frameworks to develop data governance policies in the public sector and beyond (OECD, 2019[97]; OECD, 2022[98]), emphasising the necessity of a comprehensive whole-of-government approach to data governance.

5.6. Capacity to understand, develop, and use AI

To promote a trustworthy use of AI systems for MIB or UA management, managers in the public sector need the skills not only to assess whether AI is a viable solution but also to explain the benefits and risks associated with AI use in this context to affected caseworkers. Caseworkers, in turn, not only need to be able to understand the opportunities and risks of AI, but also need the skills to work alongside, interpret, or complement the technology. Government IT staff will need to have the skills to develop, implement and/or maintain the AI system. This requires investing in AI literacy training across the organisation and establishing a clear narrative explaining the opportunities of AI for MIB and UA management. For instance,
Ireland developed a national certification programme to upskill civil servants on the ethical application of AI in government (OPSI, 2022[99]). Training programmes for elementary AI literacy often provide a basic understanding of what AI is and what it can and cannot do. Most courses review machine learning and deep learning, as they form the basis for most AI applications today. Some courses also discuss ethical issues in AI, addressing algorithmic bias or the black box nature of AI (Lassébie, 2023[100]). AI literacy training for public servants may not only ensure trustworthy use of AI for MIB and UA management by enabling them to assess its opportunities and risks and how to address them; it may also reduce workplace anxiety about the implications for staff. Guidelines are also needed, to support caseworkers and their managers on compliance with accountability measures applicable to their use of AI for MIB or UA management, including national or international auditing standards (e.g. on auditor independence, representative analysis, access to data, code and models, and consideration of adversarial actions).

Countries are developing training programmes to promote digital skills and AI literacy in the general population as well (Lassébie, 2023[100]), which will help people understand how AI use for MIB or UA may affect them, and help them interact with these systems if needed. This is not only necessary for accountability and transparency, but it may also help to build trust and improve take-up of trustworthy AI-powered benefits. Importantly, access to the internet and relevant devices, such as a computer or mobile phone, will be critical to benefiting from new technologies such as AI. In the United States, for example, the Lifeline programme helps ensure that low-income consumers can afford 21st century connectivity services, by providing a discount on telephone service and/or broadband internet (FCC, 2024[101]).

5.7. Proactive engagement by AI stakeholders

To build trust and support in AI use for MIB or UA management and maximise their potential and address their risks, policy makers should engage with stakeholders and individuals who may be directly or indirectly affected by these systems, including caseworkers or their representatives, and low-income individuals. Stakeholders can be involved in designing, piloting, and scaling AI-powered services, fostering innovation and user-centred approaches (ISSA, 2023[102]). For instance, workshops with caseworkers and frontline staff could help to understand the challenges they face in managing MIB or UA and how AI tools could support (or are supporting) their work. Pro-active public services, in particular, that anticipate and handle user needs before they have to take action (e.g. completing a benefit application form) cannot be achieved without a very thorough understanding of user needs, the key to which is user engagement (Berryhill et al., 2019[62]). For instance, Ireland is moving to systematic involvement of citizens in the creation of digital and other solutions to help combat non-take-up of benefits and services, for instance by testing prototype solutions with customers (Grace, 2018[103]; OECD, 2024[123]). AI can also help facilitate and process stakeholder engagement and provide personalised feedback to participants (Bono Rossello, Clarinval and Simonofski, 2023[104]).

5.8. Flexibility and experimentation

To harness the benefits of AI use for MIB or UA management and to minimise the risk of adopting dangerous, unethical, or sub-optimal AI in this context, social protection agencies need the freedom to try new ways of managing these means-tested benefits. Regulatory experimentation, which can be particularly useful in addressing innovation-induced disruptions and the resulting uncertainty,. However, adopting an experimental approach to AI use may counteract efforts to put in place robust systems and consistent processes across government. For instance, the EU General Data and Protection Regulation (GDPR) stipulates that people have a right to meaningful human involvement in decisions that have a significant
impact on their lives (Official Journal of the European Union, 2016\textsuperscript{[105]}), which could limit using AI-powered automated decision-making for MIB and UA management in EU countries.\textsuperscript{12}

One way to strike a balance the needed controls and embracing experimentation is through regulatory experimentation. If used appropriately and in combination with other relevant approaches and regulatory co-operation, regulatory experimentation can improve adaptive learning, policy coherence, and the evidence base for regulatory design, delivery and adaptation, resulting in more effective and efficient public policies (OECD, 2021\textsuperscript{[93]}; OECD, 2024\textsuperscript{[106]}). A common form of regulatory experimentation is the creation of regulatory "sandboxes", which offer a safe environment to test new AI technologies without exposing users or society to undue risk, fostering innovation while providing regulators with valuable insights to adapt regulatory frameworks. While often geared towards the private sector, sandboxes are increasingly being considered for public sector AI (Appaya, Gradstein and Haji Kanz, 2020\textsuperscript{[107]}; Attrey, Lesher and Lomax, 2020\textsuperscript{[108]}; Madiega and Van De Pol, 2022\textsuperscript{[109]}).

Moreover, to ensure that AI solutions for MIB and UA management remain trustworthy post-implementation, it is crucial to embed flexibility in the decision-making processes, for instance by ensuring human intervention and oversight (see Section 5.1). Post-implementation flexibility also requires regularly monitoring, reviewing and updating the AI systems to adapt to new data and evolving contexts, ensuring ongoing compliance with existing regulations. Continuous adaptation and rigorous oversight can ensure that AI technologies remain accountable, transparent, and aligned with ethical standards, thus preventing issues from becoming entrenched.

\textsuperscript{12} Yet, exceptions to the rule about human involvement in automated decisions exist under EU law. If suitable measures are in place to protect people’s rights, freedoms and legitimate interests, automated decisions may be allowed. For example, in Estonia, the Unemployment Insurance Act allows fully automated decision-making to attribute or reject UB to applicants, by informing applicants that the decision was automated, that they have a right to be heard and to submit a request for internal review (Barros Vale and Zanfir-Fortuna, 2022\textsuperscript{[111]}).
Conclusions

This paper shows that AI can be used throughout the process of managing means-tested benefits such as minimum income benefits (MIB) and unemployment assistance (UA), from providing information to potential beneficiaries to determining eligibility according to pre-determined statutory criteria. This brings significant opportunities as well as risks for social protection. For instance, using AI for MIB or UA management may improve take-up by automatically enrolling individuals into programmes or pre-filling forms. Yet, if not designed or implemented well, the opposite effect may be achieved with risks that some groups are left behind. For example, groups with low digital skills or groups with limited access to digital devices or internet at home. Similarly, while AI’s data-driven decision-making may improve accuracy and fairness of eligibility assessment based on pre-defined statutory criteria, it may also systematise inaccuracies and bias. This is particularly problematic for MIB or UA, that often specifically serve vulnerable groups in the population.

Understanding the balance between the opportunities of AI adoption for MIB and UA management and the associated risks is therefore crucial, and careful consideration must be given to its implementation. The decision-making process regarding AI adoption for MIB and UA management must consider whether AI is the optimal solution for the problem at hand and ensure that AI systems used for MIB or UA management are trustworthy. This includes maintaining human intervention and oversight, transparency and explainability, including in how false positives and false negatives are treated, and good data governance of AI systems used. It also includes regular risk assessments and audits, and fostering capacity-building initiatives to equip public servants and citizens alike with the necessary skills and knowledge to understand, develop or use AI. This requires establishing robust controls and accountability mechanisms, while also embracing flexibility and experimentation to adapt to evolving challenges and opportunities. Further research and stakeholder consultation will be necessary to develop detailed implementation strategies and address specific regulatory and ethical considerations.

Countries can take advantage of opportunities to collaborate internationally on AI approaches and standards, so that they do not need to handle every aspect of developing robust agendas and ecosystems for AI use for MIB and UA management. Innovative policy efforts in these areas are often scattered and lack coherence, limiting the potential for collective learning and the scaling up of good practices (OECD, 2023[88]). Collaborating internationally on AI approaches and standards offers countries opportunities to address common challenges and explore collaborative approaches. Initiatives like the OECD AI Principles provide a global framework for trustworthy AI.
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### Annex A. Country responses to the questionnaire

Table A A.1. Countries’ use of digital tools such as AI and/or administrative data for managing minimum income benefits, unemployment benefits, or other income support benefits

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No, but planning to</th>
<th>No, and not planning to</th>
<th>[No response on this question]</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czechia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lithuania</td>
<td>X¹</td>
<td></td>
<td></td>
<td></td>
<td>This has not been evaluated yet but will be part of the strategy implementation process</td>
</tr>
<tr>
<td>Norway</td>
<td></td>
<td></td>
<td>X²</td>
<td>X</td>
<td>Some ADM use for social benefits</td>
</tr>
<tr>
<td>New Zealand</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Country response to the question: “Does your government use digital tools, such as AI, and/or administrative data to predict entitlement to the following benefits, or to adjust benefit amounts depending on changes in personal circumstances? (Yes, No but planning to, No and not planning to)”: Social assistance benefits, Other minimum income benefits, Unemployment benefits, Other income support benefits.

¹ Only for “other income support benefits”.

² Only for social assistance. Added note: “This benefit is not suited for automatic evaluation, as it is mostly discretionary”.