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When countries closed down schools in early 2020 to deal with the Covid-19 pandemic, learning went digital. In the year since, teachers, students and administrators have done, what is effectively, a collective crash course on digital education. There have been many serious downsides to it, from screen fatigue and adaptation stress to the falling behind of those ill-equipped for digital learning or unprepared to learn on their own. But the experience has catapulted education systems, traditionally laggards when it comes to innovation, years ahead in what would have been a slow slouch towards smart schooling.

Remote classrooms, however, are not the same as smart ones. Rather, they have been a stop-gap measure that has kept learning going and conserved existing educational practice rather than transform it. As a result, remote classrooms have rarely been of the same calibre as physical ones, and, again, not for students without the wherewithal – technologically or mentally – to do online classes.

Two years before the pandemic, OECD’s TALIS survey found that only half of teachers were letting students frequently use technology for projects or class work. But necessity is the mother of invention and, in the absence of physical classes, many teachers are catching the digital wave.

Now is the time for schools to dive into digital. Many have liked the “anytime-anywhere” capabilities of remote classes. More and more educators are getting ready, is the technology?

As it turns out, education technology is ready too. The OECD’s Digital Education Outlook brings us up to speed on three areas of technology that are already being used in education systems: artificial intelligence (AI) or machine learning, robots and blockchain.

Software and social robots that are fed constant streams of data have the greatest disruption potential for teaching and learning: it’s not just technology, it’s teachology. While we study mathematics on a computer, the computer can now study how we study and then make our learning experience so much more granular, adaptive and interactive. Together with sensors and learning management systems, AI can give teachers a real sense of how different students learn differently, where students get interested and where they get bored, where they advance and where they get stuck. Teachology can help adapt learning to different student needs and give learners greater ownership over what they learn, how they learn, where they learn and when they learn.

AI can help teachers, especially novice ones, read the room better and slow down, speed up, or throw out a pop quiz question when there's a lull. Learning analytics can tell a teacher working out the next day’s lesson plan who aced the homework assignment on carboxylic acid derivatives and who needs to review it still. A classroom robot can take Gabriel and Ishita to a corner of the classroom and have a 10-minute Spanish conversation while the rest of the class works on action verbs.

And of course, AI is helping assessment and exams make big leaps, whether these are assessments through simulations, hands-on assessments in vocational settings, or machine-learning algorithms scoring essays. One of the most consequential mistakes that education made as it industrialised learning over the past centuries was to divorce learning from assessment; that is, having students pile up lots of learning and then, sometimes years later, testing whether they could reproduce some narrow slices of that learning within a short window of time. Technology can now reintegrate learning and assessment, using real-time data and feedback to help students learn better, teachers teach better and education systems become more effective.
But for teachology to really take off it has to be user-friendly. Data on what percentage of the quadratic equations unit Hanzhou has mastered or whether Emilia has gotten bored with post-war social welfare history is no good if the teacher has to stop a classroom lesson to consult the data. Data needs to be intuitive. Education ministries can encourage developers to co-create with teachers and students digital tools that are relevant, affordable, interoperable and easy to use. Technology is unlikely to work for learning unless the teaching profession is part of the design of those tools.

Another constituent that can especially benefit from smart education tools are students with special needs. Smart software and robot tutors can adapt to Hector’s learning needs or Farid’s pace. They can help detect and diagnose problems that too often go under the radar, especially in primary school. And they can help plot curricular trajectories that fit each student’s needs better.

That data-powered technology can help level the playing field (in the classroom!) and has applications beyond students with special needs to the situation now at hand. We face what is likely a catch-up period for young people who have struggled with school during the pandemic. Pinpointing where they need help and where they have excelled is something individualised Edtech can support.

Of the three areas of technology the report covers, blockchain is the most mature though applications, so far, are not in teaching and learning. Blockchain looks promising as a reliable, user-friendly credentialing system that can replace lumpy and expensive degrees, and help unbundle the institutional monopolies that often come with them. Authenticated certificates of completion from education and training programmes outside traditional academic institutions – like on-the-job training and massive open online courses (MOOCs) – are an important piece of the puzzle in bringing us closer to lifelong, life-wide learning. If everybody, independent of their jobs, can upskill and reskill and have blockchain-verified qualifications at their fingers, job-changing will be faster and more fluid, and much less anxiety-ridden.

But going back to teaching and learning, more technology here does not automatically translate into better learning outcomes. In fact, results from OECD’s latest PISA assessment showed a persistent negative relationship between the intensity of technology use in classrooms and the digital reading, mathematics and science skills of 15-year-olds. Students who spent more time posting work on their school’s website, playing simulations at school, using learning apps and websites or doing homework on a school computer tended to perform more poorly on the assessment.

Of course, there are many reasons that can explain the connection between higher tech use at school and lower cognitive performance. Perhaps lower-performing students simply spend more time on their homework. Or they spend more time on the computer because they are being directed to more practical digital assignments. It is also possible that the digital world helps develop knowledge and skills that are not easily captured by current assessments. But we should not discard the possibility that low-quality digital learning tools displace valuable instructional activities that could be better done without digital devices, or activities that teachers simply know better how to do in the analogue world. Not least, the demands that effective digital learning place on students’ autonomy – their capacity for independent learning as well as their executive functioning and self-monitoring – are easily underestimated. These hypotheses are supported by the fact that the relationship between technology use and learning outcomes varies so widely across countries.

What is clear is that for robots, classware, predictive analytics and the like to work effectively will require reinventing the role of teachers. Technology and AI are not magic powers, they are just extraordinary amplifiers and accelerators that add speed and accuracy. AI will amplify good educational ideas and good practice in the same way it amplifies bad ideas and bad practice. AI can help remove bias and discrimination from educational practice in the same way it can spread and scale bias in educational practice. It can empower teachers to identify children at risk or disempower them from exercising human judgment. In so doing, AI can induce a paradigm shift from an education of consequences – with teachers helping their students understand who they are and who they want to become – to an education of correlations where all the technology does is to look back at what has happened with students with similar characteristics in the past. While technology is ethically neutral, it will always be in the hands of educators who are not neutral. The real risks do not come from AI but from the consequences of its application. When early warning systems flag a student in trouble, it should be a person who evaluates why and help get her/him/they back on track.
Humans have always been far better at inventing new tools than using them wisely. It is only by investing in teachers that technology can liberate them from routine administrative and instructional tasks, and provide them with the opportunity and support to become great coaches, mentors, role models, inspirers and leaders. Education will always work best when humans are kept in the loop, not left to their devices, whether their own or not.

The pandemic has picked up our education systems and hurtled them at light-speed from the 19th to the 21st century. From one-size-fits-all, factory-styled schools to more individualisable, free-range learning. In a way, the pandemic has revealed the enormous potential for innovation that has been dormant in education systems so often dominated by hierarchical structures that reward compliance.

But moving beyond the crisis will require a more level playing field for innovation in schools. Governments can help strengthen the professional autonomy of teachers and school leaders, and a collaborative culture where great ideas are refined and shared. Governments can also help fund incentives that raise the profile of, and demand for, what works. But governments alone can only do so much. Silicon Valley works because governments created the conditions for innovation, not because governments do the innovating. Similarly, governments cannot innovate in the classroom; they can only help by opening up systems so that there is an evidence-based, innovation-friendly climate where transformative ideas can bloom. That means encouraging innovation within the system and opening it up to creative ideas from the outside.

How do we know if education systems have opened up? When they communicate the need for change and build support for it. When they invest in capacity development and change-management skills. When they signal that teachers not passively implement technological and social innovations but get involved in designing them too. When they make it easier for innovators to take risks and bring out new ideas. And when they help innovators find more effective ways of scaling and disseminating their technologies.

We have learned many things during the pandemic. The trick is not to forget them when things return to 'normal'. Artificial intelligence, robots and blockchain are poised to transform how we teach, learn, and run schools. The technology is ready; are we? School closures forced us to dip our toe in the digital waters and for some students and teachers it wasn’t so bad. With the quickly evolving smart education tools the report discusses, many of us may be ready to fully take the plunge.

Andreas Schleicher
Director for Education and Skills
Special Advisor on Education Policy to the Secretary-General
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Executive Summary

Digitalisation opens up new possibilities for education. While education has always been rich in data such as grades or administrative information on students’ absenteeism, the use of data to help students learn better and teachers to teach better, and to inform decision-making in educational administrations is recent. Education stakeholders have had a difficult relationship with technology, alternating between strong enthusiasm and scepticism. Might digital technology, and, notably, smart, technologies based on artificial intelligence (AI), learning analytics, robotics, and others, transform education in the same way they are transforming the rest of society? If so, how might this look? This book explores this question.

After an overview of the opportunities and challenges of digital technology (Chapter 1) and state-of-the-art smart technology solutions, including those not covered in-depth in the book (Chapter 2), the book focuses on how smart technologies can change education in the classroom and support the management of education organisations and systems.

Smart technologies in the classroom

Adaptive learning technology such as intelligent tutoring systems enable the personalisation of students’ learning using similar approaches: they detect the knowledge (or knowledge gaps) of students; they diagnose the next appropriate steps for students’ learning; they act by providing new exercises, new curriculum units, some form of instruction, or just notifying the teacher. This approach is now being expanded beyond mere knowledge acquisition and factoring in behavioural dimensions such as learning self-regulation or style (Chapter 3).

As keeping students engaged and motivated is key to learning effectiveness, a new domain of technology development focuses on measuring engagement and interventions to keep students engaged, both in digital and physical learning environments. Measuring engagement is difficult but a host of new automated approaches have been developed, from eye trackers to the monitoring and analysis of other facial features. Improving engagement typically takes two routes: proactive approaches try to stimulate engagement with incentives, gamification, etc.; reactive approaches do it in a more sophisticated way by continually monitoring engagement, detecting when engagement is waning, and adapting instruction to address periods of disengagement (Chapter 4).

While smart technologies focusing on personalising learning for individuals are probably the most pervasive, another approach is to consider the classroom or rather what happens in the classroom as the subject of the learning analytics. The objective is to support teachers in orchestrating the learning in their classroom and to propose rich and effective learning scenarios to their students. Some classroom analytics techniques provide teachers with real-time feedback to help manage transitions from one task to the next as their students work individually, in small groups or collectively, for example. They also give feedback to teachers on their classroom behaviour so they can reflect on and learn from their practice (Chapter 5).

Social robots are also being increasingly developed for learning uses. Usually powered by the personalisation systems mentioned above, they support teachers in different ways: as instructors or tutors for individuals or small groups, but also as peer learners allowing students to “teach” them. Telepresence robots also allow teachers or students to teach or study remotely and offer new possibilities for students who are ill and cannot physically attend class. They can also mobilise a remotely located teaching workforce, for example teachers from another country to teach foreign languages (Chapter 7).
Technology also enables students with special needs to participate in education and to make inclusive education a reality. With well-known applications such as speech-to-text, text-to-speech, and auto-captioning, etc., AI allows blind, visually impaired, deaf and hard-of-hearing students to participate in traditional educational settings and practices. Some smart technologies facilitate the diagnosis and remediation of some special needs (e.g. dysgraphia) and support the socio-emotional learning of students with autism so they can more easily participate in mainstream education (Chapter 6).

Those smart technologies usually assume and require a human-in-the-loop: a teacher. The level of automation of actions and decisions should be conceived of as a continuum between actions that are fully automated at one end and, at the other end, actions over which humans have full control. As of today, AI systems remain hybrid and request human intervention at a certain point in the process.

**Smart technologies at the organisation and system levels**

Smart technologies powered by AI and learning analytics also allow for the management of education organisations. They can be used for a variety of purposes; for example, to enhance an institution’s curriculum based on an analysis of students’ learning and study paths. While this is still a nascent trend, a whole-of-organisation adoption of learning analytics can transform educational institutions’ culture (Chapter 8).

Early warning systems that identify students at risk of dropping out from high school are a good use of the administrative micro-data that are increasingly being collected by education systems and organisations. While identifying a good set of early warning indicators remains difficult, a few systems have shown a high level of accuracy and enriched thinking about the reasons students drop out. In order to avoid the risks of student profiling, open and transparent algorithms are important (Chapter 9).

Game-based standardised assessments also build on smart technologies and smart data analysis techniques to expand assessment to skills that cannot be easily measured by traditional (paper-and-pencil or computer-based) tests. These include higher-order skills (e.g. creativity) or emotional and behavioural skills (e.g. collaboration, behavioural strategy). Game-based tests may analyse eye-tracking data and audio recording, and process natural language and information such as time-on-task or use simulations (Chapter 10).

Finally, as a “verification infrastructure”, blockchain technology opens new avenues for credentialing in education and training. Blockchain technology enables the validation of claims about an individual or institution, including their characteristics and qualifications, and to do this instantly and with a very high level of certainty. This helps eliminate diploma (and other records) fraud, facilitates the movement of learners and workers between institutions and geographies, and empowers individuals by giving them increased control over their own data. Many blockchain initiatives are underway across the world, which may transform how education and lifelong learning systems manage degrees and qualifications (Chapter 11).

**Policy pointers**

There are good reasons to believe that smart technologies can contribute to the effectiveness, equity and cost-efficiency of education systems. At the same times, there are a few important aspects of smart technologies to keep in mind to reap those benefits:

- Smart technologies are human-AI hybrid systems. Involving end users in their design, giving control to humans for important decisions, and negotiating their usage with society in a transparent way is key to making them both useful and socially acceptable.

- Smart technologies support humans in many different ways without being perfect. Transparency about how accurate they are at measuring, diagnosing or acting is an important requirement. However, their limits should be compared to the limits of human beings performing similar tasks.

- More evidence about effective pedagogical uses of smart technologies in and outside of the classroom as well as their uses for system management purposes should be funded without focusing on the technology exclusively. Criteria for this evidence to be produced quickly could also be developed.
The adoption of smart technologies relies on robust data protection and privacy regulation based on risk assessment but also ethical considerations where regulation does not exist. For example, there is mounting concern about the fairness of algorithms, which could be verified through "open algorithms" verified by third parties.

Smart technologies have a cost, and cost-benefit analysis should guide their adoption, acknowledging that their benefits go beyond pecuniary ones. In many cases, the identification of data patterns allows for better policy design and interventions that are more likely to improve equity or effectiveness. Policy makers should also encourage the development of technologies that are affordable and sustainable thanks to open standards and interoperability.
This chapter serves as an introduction to the book and presents some of its findings and policy implications. After highlighting the importance of digitalisation as a societal trend for education, it introduces the main focus of the book: exploring the frontiers of education technology. Artificial intelligence and learning analytics are transforming (or have the potential to transform) educational practices, and so have other smart or advanced technologies such as robotics and blockchain. How can they improve classroom instruction and the management of educational establishments and systems? After presenting the objectives and chapters of the book, the chapter highlights the opportunities of smart technologies for education systems and points to some emerging policy issues and dimensions to consider before making some forward-looking concluding remarks.

Smart data and digital technology in education

Digitalisation opens new possibilities for education. While education has always been a sector rich in data such as grades or administrative information, the use of this data to help students learn better, teachers to teach better, and inform decision-making in educational administrations is recent. That said, education stakeholders have always paid attention to new technologies and their potential to revolutionise education. This was true with the invention of radio, television, and more recently computers and the Internet. However, most uses of innovative technology have been to conserve existing educational practice and sometime enrich it, but rarely transform it. Might digital technology, and, notably, smart technologies based on artificial intelligence, learning analytics, robotics, and others, transform education in the same ways they are transforming the rest of society (OECD, 2019[1]; OECD, 2019[2])? If so, how might this look like?

There are two important aspects to the “digitalisation” discussion in education.

The first aspect relates to the changes that technology could induce in the delivery of education, from early childhood to adult learning. This is what this book explores. In this book we ask: how does and how could digitalisation transform education as a sector in the short, medium and long term? How does or may the rapid advances in artificial intelligence, learning analytics, robotics, etc., change how teachers and students teach and learn? What tasks do teachers perform that computers or robots might take over? Those technological advances can also translate into new work and management processes at the establishment or sector levels, sometimes in quest of cost-efficiency and productivity enhancement, sometimes to improve the effectiveness of the sector in reaching its traditional objectives (learning outcomes, equity, completion, etc.). Is digitalisation going to change
schooling, higher education or lifelong learning? Will the educational processes be different, with more automated or computer-based tasks throughout the learning process? Will the digital infrastructure available to students, teachers, administrators and policy makers be different? Will an increased use of computers, data, smart devices, robots (and the technology that powers them) translate into better learning outcomes, more equity, more efficiency and productivity in education? What are the new possibilities, the opportunities and the challenges to be expected? Those questions have become more strategic for education policy makers in the past years. Between 2015 and 2019, 17 OECD countries published a digital strategy for education (and 16 others included an education chapter in their new national digital strategy) (van der Vlies, 2020[3]).

The second important question about digitalisation relates to how adequately education is responding to emerging societal and labour-market needs. This points to the 21st-century skills discussion in education circles, and the increasing importance of skills that are more difficult to automate and which foster innovation, such as creativity, critical thinking, communication and collaboration (Vincent-Lancrin et al., 2019[4]). The digitalisation of society and future shifts in labour market demand make the question of the content and nature of education more important: what are the knowledge, skills, attitudes and values people need in a highly digitalised, AI-inflected world? While this is not the primary focus of this book, some of the analysis will show how smart technology can also support the acquisition and assessment of those skills, for example through gamification or new forms of assessments.

After presenting the objectives and chapters of the book, the chapter highlights the opportunities of smart technologies for education systems and points to some emerging policy issues and dimensions to consider before making some forward-looking concluding remarks.

**Current frontiers of digitalisation in education**

As the objective is to get close to the “technology frontiers” of education technology and take stock of what technology in education can already do, this book limits itself to technology that is demonstrably possible and currently used in some jurisdictions, establishments or laboratories. Whenever possible, evidence about their effectiveness is provided.

The book is organised by educational objective or issue, rather than technology, thereby acknowledging that several technologies can be used to address similar issues (as alternatives or supplements). Roughly speaking, it covers three main types of technology fields (or families): artificial intelligence (in the all-encompassing meaning it currently has) and learning analytics; robotics (which adds a physical embodiment to artificial intelligence); and blockchain. Box 1.1 provides some initial definitions for those technologies. The book focuses on two areas where technology has (and will have) a transformative effect: teaching and learning in the classroom, and managing educational establishments and systems.

The chapters present how smart technologies are addressing (or could address) a number of educational issues, how they work, what they do well, what their shortcomings currently are, and what role they may play in the future in countries’ education systems. The selection of applications was made in areas where technology is either sufficiently mature and its benefits appear as low-hanging fruits, or where recent breakthroughs may be less well-known by policy makers and a wider audience. The analyses focus on formal education, from primary education to higher education, and leave out all applications for informal and non-formal education, applications focusing on the teaching and learning of specific subjects (e.g. foreign language, mathematics, reading, etc.) as well as the teaching and learning of technology itself (coding, etc.).

Chapter 2 by Ryan Baker (University of Pennsylvania, United States) provides a general overview of artificial intelligence in education. After clarifying different terms and definitions to help readers understand the relations and sometimes overlaps between different technological techniques and terms, Baker provides an overview of the technologies currently being used in education, their core applications and their potential to bring education forward. The overview introduces some of the core applications that are explored in more depth in the report, and which could transform teaching and learning (e.g. personalisation of learning). It also highlights the potential of smart technologies in other areas such as formative assessment, digital games and simulations or just the provision of data to inform pedagogy. Likewise, beyond highlighting some of the technology applications used in managing education establishments and systems (e.g. early warning systems), it also points to a vast array of other possible applications such as real-time reporting to parents, admission systems or proctoring systems.
Box 1.1 Description of digital technologies

**Artificial intelligence (AI).** An AI system is a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations, or decisions influencing real or virtual environments. AI systems are designed to operate with varying levels of autonomy. AI system lifecycle phases involve: i) ‘design, data and models’; which is a context-dependent sequence encompassing planning and design, data collection and processing, as well as model building; ii) ‘verification and validation’; iii) ‘deployment’; and iv) ‘operation and monitoring’. These phases often take place in an iterative manner and are not necessarily sequential. The decision to retire an AI system from operation may occur at any point during the operation and monitoring phase (OECD, 2019[1]).

**Learning analytics:** Learning analytics is one of the new young disciplines in data science. It studies how to employ data mining, machine learning, natural language processing, visualisation, and human-computer interaction approaches among others to provide educators and learners with insights that might improve learning processes and teaching practice.

**Internet of Things (IoT) / Smart devices:** The Internet of Things includes all devices and objects whose state can be altered via the Internet, with or without the active involvement of individuals. “Smart” devices, equipment, machines and infrastructure are creating opportunities for automation and for interaction in real time. Applications and services built for the Internet of Things, with insights provided by data analytics, are expected to become pervasive and educational establishments and classrooms may become “connected”.

**Robots:** A robot is a physical machine with sensing, computing and actuating capabilities, able to carry actions automatically. Often robots can make autonomous decisions and can adapt these decisions based on prior knowledge and sensor input. In education, most robots used are “social robots” that interact with learners.

**Blockchain:** Fundamentally, blockchain is a combination of already existing technologies that together can create networks that secure trust between people or parties who otherwise have no reason to trust one another. The marriage of these technologies gives blockchain networks key characteristics that can remove the need for trust, and therefore enable a secure transfer of value and data directly between parties. Specifically, it utilises distributed ledger technology (DLT) to store information verified by cryptography among a group of users, which is agreed through a pre-defined network protocol, often without the control of a central authority. You can think of a ledger as a record book: it records and stores all transactions between users in chronological order. Instead of one authority controlling this ledger (like a bank), an identical copy of the ledger is held by all users on the network, called nodes. Along with its own hash, each block stores the hash of the block before it. A hash is a unique string of letters and numbers created from text using a mathematical formula. Blocks are therefore “chained” together, making the ledger (almost) immutable or unable to be changed (OECD, 2017[5]).

Source: ECHOES picture and video database (reproduced with permission).

Part I of the book mainly focuses on the use of smart technologies in the classroom. It covers a variety of applications of smart technologies, from the most common ones (intelligent tutoring systems) to new developments (class orchestration, social robots, learning engagement).

Chapter 3 by Inge Molenaar (Radboud University, the Netherlands) discusses state-of-the-art personalisation of learning. Adaptive learning technology has arguably been one of the oldest lines of work for technology in education and is a mature field in the area. Existing learning technologies have a strong focus on diagnosing students’ knowledge and adjusting feedback or problems at the task level (which task next?); at the step level (what is the next step in a given task?); or at the curriculum level (what topic or curriculum unit next?). The frontiers in this area constitute computers taking into account a broader range of learner characteristics such as self-regulation, motivation and emotion. The state of the art is described using a “6 levels of automation of personalised learning” model that articulates the different roles of AI, teachers and learners, and shows how hybrid human-AI solutions combine the strengths of human and artificial intelligence to implement personalised learning.
Chapter 4 by Sidney D’Mello (University of Colorado Boulder, United States) zeroes in on a frontier area of personalisation, which is learning engagement. It gives a broad overview of some promising avenues for measuring students’ level of engagement during learning in an automated way with digital technologies. It also discusses how these technologies can be designed to improve engagement on the onset of learning or when learners’ disengagement sets in. After discussing why engagement matters for learning, it presents different types of approaches to improve students’ engagement and learning by using data and technology, for example, facial feature analysis, gaze analysis or eye tracking, sometimes in online but often in in-presence environments.

Chapter 5 by Pierre Dillenbourg (Ecole Polytechnique Fédérale de Lausanne, Switzerland) shifts the focus to the use of learning analytics and artificial intelligence to support teachers in orchestrating the teaching and learning of students in their classrooms. Here, the classroom as a whole and what is happening within it is the unit of analysis. Equipped with sensors, cameras or connected devices, classrooms become a hybrid physical-digital space in which computers analyse the behaviours of both students and teachers, and give teachers feedback on different parameters. Through different types of dashboards and displays, teachers get real-time information, for example, about when to move on to the next sequence of the lesson, or receive feedback after the class for their professional development or the planning of their next lessons.

Chapter 6 by Judith Good (University of Sussex, United Kingdom, and University of Amsterdam, the Netherlands) shows how technology provides specific services to the learning and engagement of students with physical impairments and mental health issues in education. Some of these technologies help bypass some of the obstacles to learning (e.g. text-to-speech or speech-to-text for blind and visually impaired students). Some simple applications assist adults in providing a first diagnosis of special needs, as is the case with dysgraphia. The chapter emphasises the importance of human-AI systems, both in the diagnosis and learning process. Because smart technologies are still limited compared to human beings, they sometimes help connect students with special needs with teachers or other people (e.g. the operator of a digital learning environment helping students with autism spectrum disorder). It also shows the value of engaging students with special needs in the development of the technologies designed to support them.

Chapter 7 by Tony Belpaeme (Ghent University, Belgium) and Fumihide Tanaka (Tsukuba University, Japan) presents possible roles for robots as educators. While it is based on a different type of technology (robotics), some of the smart technologies presented in the previous chapters can be embedded in the robots. Two main roles for robots are presented. Robots can be educators and tutors (typically one-on-one) or peer learners (with students teaching robots about something they are learning). Typically, social robots are designed for a learning environment supervised by teachers. Robots can also be telepresence devices, allowing teachers to teach a class (or students to attend class) remotely, offering more opportunities than videoconference systems. While research shows that robots are rather effective in the narrow tasks they perform, it seems unlikely that they will have the capability to replace teachers in the foreseeable future. Their cost is also a limit to their mainstreaming in education.

Part II of the book mainly focuses on the use of smart technologies for the management of educational institutions and systems.

Chapter 8 by Dirk Ifenthaler (University of Mannheim, Germany and Curtin University, Australia) starts with an overview of the different possible uses of learning analytics to manage higher education institutions and provide information to decision-makers on a variety of governance and organisational processes from forecasting future education to productivity enhancements. In spite of interesting cases of change management through learning analytics at the organisational (or faculty) level, few cases of holistic approach to learning analytics are documented. Some of the challenges at the organisational level apply to the system level as well and several general guidelines for a stronger adoption of learning analytics within organisations and system-wide are presented. Most of the research on learning analytics for the management of organisations concerns higher education institutions so that specific challenges for schools remain to be explored.

Chapter 9 by Alex Bowers (Columbia University, United States) shows how smart data and technology helps understand and tackle an important problem in most OECD countries: high-school dropouts. This is one of the most immediate and increasing uses of administrative data and the application of smart technologies here is relatively common, at least in some countries. A first important step is to have good predictors, and while the chapter notes how a variety of early warning indicators (and systems using them) fall short of their claimed objective,
it also presents advanced data techniques that allow for a much more accurate identification of “at risk” students. Open data and open algorithms should allow third parties to verify the quality and fairness of algorithms. Recent analysis shows that students who drop out have different profiles, which require a greater variety of policy interventions than those currently provided to students considered “at risk” of dropping out.

Chapter 10 by Jack Buckley, Laura Colosimo, Rebecca Kantar, Marty McCall and Erica Snow (Imbellus Inc., United States) discusses how recent advancements in digital technology could lead to a new generation of game-based standardised assessments and provide education systems with feedback on students’ higher-order or socio-emotional skills that are difficult to assess via traditional standardised tests, be they computerised or not. Game-based tests may analyse eye-tracking data and audio recording, and process natural language in addition to analysing information such as time on task or use simulations. Given their cost, the complexity of their development and also some of their intrinsic limitations, they will supplement rather than replace traditional standardised tests, which have their advantages for assessing certain knowledge and skills.

Chapter 11 by Natalie Smolenski (Hyland, United States) focuses on the use of blockchain technology to make the credentialing process more efficient – and also possibly some other educational administrative processes requiring verification. The chapter starts with a history of blockchain in cryptocurrencies to make the functionalities of the technology more easily understandable. Credentials are a good use case for blockchain technology and many blockchain initiatives around credentialing are underway worldwide. Blockchain allows for secure and transparent sharing of qualifications, credits and badges. At the national (but even more so at the international level), it could help stop fake degrees and certifications, facilitate the transfer of educational records as well as the credentialing of small units of learning such as MOOCs or corporate professional development provided by companies. The human and legal infrastructure for their full mainstreaming remains to be developed, including open standards and interoperability. Compared to the current processes in place, the chapter argues it would be a cost-efficient solution.

Key opportunities

Smart technologies can improve education systems and education delivery in different ways. They can enhance access to education, improve its quality for learners, and enhance its cost-efficiency for societies. This section highlights how smart technology contributes (or could contribute) to the achievement of these goals.

Effectiveness

Attending school or university does not always translate into as much academic learning as one would hope for. The OECD Programme for International Student Assessment (PISA) has shown that attending school may actually lead to very different levels of learning outcomes across countries. While there is no similar evidence at the higher education level as yet, this is arguably the same at that level too. One of the key promises of smart technologies is to enhance the effectiveness of teaching and learning for better student learning.

In the classroom, applications that directly support student learning show early promise. Personalised learning aims to provide all students with the appropriate curriculum or task, and scaffold them within a task, based on a diagnosis of their knowledge and knowledge gaps. This is not only done at the academic level, focusing on the “what”, but increasingly takes into account how students learn and factors such as self-regulation, motivation or effort (Molenaar, 2021[8]). Engagement is key for learning, and solutions to keep students engaged within digital or physical learning environments are being developed to identify their affective states during learning and nudge them towards re-engagement when they seem to disengage (D’Mello, 2021[9]). Social robots perform similar tasks in different ways: they can use adaptive learning to tutor students with natural language, but they can also teach, or motivate them to learn by playing the role of a peer student. They support teachers by enabling the implementation of different types of teaching and learning strategies (Belpaeme and Fumihide, 2021[10]). Finally, smart technologies give students with impairments and special needs access to curriculum materials and allow those students to participate in learning activities to an extent that was not possible before, here again increasing the effectiveness of education (Good, 2021[11]).

Those solutions can be used and remain helpful outside of the classroom too, either for homework, as automated private tutoring or practice solutions, and for lifelong learning. In fact, the largest market for educational technology companies is the consumer market targeting students and parents directly, either for recreational learning activities or for tutoring or test preparation.
A second promise of learning effectiveness comes from classroom analytics that support teachers in providing more effective teaching. This is still a work in progress but many applications already show how a variety of solutions could support teachers in better using their time in class, for example, by suggesting when it is a good time to shift to the next teaching or learning activity, who would require their attention the most, how they could engage the whole class in collaborative learning activities. While classroom orchestration solutions can help teachers in real time, they also provide feedback on their own practice, for example, how much they talk, to whom, or how they divide their time between different types of activities (Dillenbourg, 2021[12]). Both real-time and post-hoc feedback are akin to personal professional learning opportunities for the teacher in question, and have the significant advantage of being about the specific teacher who was (digitally) observed rather than about theoretical or general teaching practice. In that sense, smart technology has real potential to improve the teaching practice of all individual teachers, and subsequently the learning outcomes of their students.

Box 1.2 Integrating AI and learning analytics in school: examples from China

Increasingly, school buildings will be equipped with sensors, cameras, and computers to fulfil certain administrative as well as teaching and learning functions. Some schools are already experimenting and developing innovative ways to integrate smart technologies in their operations. Here are a few examples from Shanghai (China).

The Luwan No 1 Central Primary School (Huangpu District, Shanghai) is a public school integrating AI in its school resource management as well as its teaching and learning – a digital model that may then be extended to other schools. The management of the campus, and the teaching and learning all rely on smart technologies. Using IoT sensing technology, the "digital campus" consists of collecting and analysing campus data to automatically control and manage environmental factors such as security, lighting, water quality and air quality, but also to collect campus activity data; for example, people density in corridors etc. Combined with wearable devices, the school also collects physiological data such as students’ body temperature and heart rate as well as academic data and learning process data in order to support teachers and learners. The "digital students" application analyses student data to create a detailed, holistic portrait of students. The collection of data increases the understanding of students’ learning status and growth, and provides teachers with data to tailor their teaching to their needs. The data cover discipline, academic level, physical and mental health, aesthetic taste and social practice. Socio-emotional aspects such as learning engagement and affective states are measured by voice and face-recognition technology. Finally, a "digital teaching" system «provides teachers with support on five aspects of teaching: lesson preparation, classroom orchestration, homework, tutoring and evaluation – with functionalities such as "classroom orchestration", "intelligent assessment" and "intelligent homework review". The intelligent tutoring system supports students directly in accessing resources, tools, pathways and personalised guidance. As of June 2021, this model has been studied and adopted by more than 250 schools in Shanghai, Qinghai, Shaanxi, Guizhou, etc.

Figure 1.1 Digitalisation at the Luwan No 1 Central Primary School in Shanghai

Note: The left panel shows a screenshot of the campus management system. The right panel shows a student using the classroom handwriting board collecting data about this progress.

Source: Courtesy of the municipal government of Shanghai
The demonstration high school affiliated to Tongji University (China) is also implementing a new "digital classroom" system in English, geography and biology. Students’ learning data collected in the system is the basis for teaching and further learning. Before the lessons, teachers use digital interactive "practice" tools to assess students’ learning; they also conduct short and concise in-class tests from time to time to obtain real-time student learning data. This allows them to change their teaching strategies during class, and to develop individualised after-class strategies. Based on this information, teachers will set online assignments, which are automatically marked by the system and provide the basis to the generation of personalised "knowledge analysis" reports (Figure 1.2). Based on these individual cards, the system proposes micro-tutoring video resources and exercises to meet individual learning needs, and teachers receive guidance to propose targeted after-class assignments and counselling and to customise their teaching to students’ needs. The system also allows for collaborative learning with students and teachers being able to see and comment on students’ work.

Figure 1.2 The “digital classroom” system at Tongji University’s first demonstration high school

Note: The left picture shows the visualisation of a student’s acquired knowledge in a chemistry curricula unit. The right picture shows how the system can be used for cooperative learning, with both students and teacher being able to view and assess how all students responded to a given assignment.

Source: Courtesy of the municipal government of Shanghai

Other demonstration schools focusing on digital technology explore other possible aspects of technology.

• Shanghai Xuhui Middle School has a traditional emphasis on science education and 22 engineering science and innovation labs (18 kinds). After developing 5G in the school campus, it developed a “holographic” science education model based on Mixed Reality in order to make difficult knowledge more directly understandable and intuitive, and to enhance students’ attention and enthusiasm for the subjects. As of June 2021, two lessons (“Exploring the Mysteries of the Solar System” and “Understanding the Bones of the Human Body”) were developed and delivered with real-time interaction with Yuanyang No. 1 Middle School (Honghe Prefecture, Yunnan Province).

• The Shanghai Industrial Technology School provides its students with advanced mixed reality and simulation technology to learn manufacturing. Simulation-based training projects are carried out in a 3D virtual environment, containing a series of workstations such as graphic drawing, workpiece handling and work units such as loading and unloading of computer numerical controlled (CNC) machine tools.

At the organisational and system levels, smart technologies also hold promise in making education more effective. While this remains relatively rare (Ifenthaler, 2021[13]), smart technologies can be integrated in most dimensions of school activities, providing administrators, teachers and learners with feedback to manage school resources as well as improve the effectiveness of teaching and learning (see Box 1.1). The rise of a new generation of assessments powered by AI also opens new avenues for recognising and evaluating competences that were hard to assess through paper and pencil tests. This could accompany most education systems in their shift towards emphasising
skills (in addition to the traditional emphasis on knowledge). Game-based assessments and simulations allow assessments to be designed to be more realistic but also to assess skills such as complex problem solving, creativity or collaboration in new ways (Buckley et al., 2021[14]).

Finally, the emergence of longitudinal education data systems that follow students through the course of their studies also allows for more effective policy and organisational interventions and a better design of educational offerings. For example, in the United States, the analysis of community college graduation rates, the success of their student placement strategies in “remedial courses” and students’ study patterns as part-time or full-time enrolment led to revisiting what the educational experience of community college students actually is and “redesigning” community colleges (Bailey, Smith-Jaggars and Jenkins, 2015[15]). As in other sectors (OECD, 2019[16]), the use of data supports policy design and interventions.

**Equity**

Smart technologies can help education systems provide more equitable learning opportunities. In this respect, smart technologies are more ambivalent. One the one hand, they clearly do or could help reduce inequity both by increasing access to learning opportunities for all and improving learning effectiveness for those who need it the most. On the other hand, without a widespread and equitable availability of smart technologies, inequity could also rise. They may also leave achievement gaps unchanged or even widened, depending on their differential impact on different learners.

Let us start with the difficulties. There are at least two reasons why technology may have a negative effect on equity. The first, obvious reason lies in the difference in access to devices and connectivity by students from different groups, notably students from lower socio-economic backgrounds. These students may not have the devices, the connectivity or the resources that allow accessing and using smart technologies either at the school they attend or at home. A second reason is that, if technology (e.g. personalised learning) works the same for everyone, those who start with stronger prior knowledge can maintain their advantage or even make faster progress than those with less prior knowledge. In spite of supporting students with less prior knowledge, it is thus possible that technology could help more advanced students more. This would widen rather than reduce the achievement gap.

There are also many reasons to believe that smart technologies can advance the equity agenda.

First, learning technology can expand access to learning opportunities. Educational platforms proposing open educational resources (Orr, Rimini and van Damme, 2015[17]) or massive open online course (MOOC) platforms are good examples. They allow learners to access learning materials with a quality that may be superior to what they can access locally. While many studies have shown that this increased access has not decreased inequity at scale given the low take-up and the fact that most users are already well educated, a recent systematic review of their effect on equity provides a more optimistic perspective, notably for non-English MOOCs or open educational resources (Lambert, 2020[18]).

As importantly, smart technologies can reduce inequity by facilitating the inclusion of students with special needs and by adapting learning to different learning styles. Technology has, for example, made it much easier to support the diagnosis of learning difficulties such as dysgraphia, and remedial digital responses have also been developed. A variety of smart technologies applied to learning solutions also make it easier for blind or visually impaired students as well as deaf or hard-of-hearing students to access learning materials and easily perform the educational tasks required from other students. Artificial intelligence enabling speech to text (and vice versa) or automatic subtitles are the most obvious examples. Learning technologies also tackle more difficult issues and support the socio-emotional (and thus the subsequent academic) learning of autistic children. They increasingly propose ways to help children with attention deficit hyperactivity disorder (ADHD) to self-regulate and better benefit from their schooling. One caveat here is that inclusion is not just about the individual “fitting in” but also for society to be more inclusive and open to differences (Good, 2021[11]). Technology encourages that by enabling students with special needs to study in a traditional (and inclusive) learning environment, which also changes peoples’ view on disability and special needs.

Second, solutions such as early warning systems are entirely focused on reducing inequity by helping students at risk of dropping out from high school (or university) to graduate – students who drop out typically come from disadvantaged and minority backgrounds. Early warning systems also allow designing appropriate interventions by
identifying the factors or indicators most likely to predict dropout (Bowers, 2021[19]). Some use of learning analytics within institutions, for example, to monitor student engagement or redesign study programmes, could also have the same effects, should the educational institution pay particular attention to inequity (Ifenthaler, 2021[13]).

Third, the use of learning analytics as exemplified by personalisation at the individual level, be it using intelligent tutoring systems or learning analytics to keep students engaged in learning, all hold promise in reducing inequity, notably by supporting students with less prior knowledge to learn at the right pace. Box 1.3 gives an example of an online solution that reduced the learning gap between the strongest and weakest students in mathematics at the beginning of the intervention. There is, however, little evidence that adaptive learning generally reduces achievement gaps between students. Classroom analytics can also give feedback to teachers on how they could improve their teaching; specifically how and when to pay more attention to different group of students in their class, based on their academic level, gender, ethnicity, etc. Adaptive learning technology can also help students practice and make progress at home, outside of the classroom, supported by intelligent tutoring systems. This may be particularly important for students coming from households where parents can support their students less effectively with their school work, be it directly or indirectly.

Box 1.3 Personalisation in maths homework can help reduce the achievement gap: a U.S. study

Few studies show that adaptive technology (or personalised learning) reduces the achievement gap between students with more and less prior academic knowledge. And yet, in order for intelligent tutoring systems to reduce achievement gaps, this would indeed be the objective. Evaluated through a randomised control trial, an intervention in the state of Maine (United States) showed that this may become the case (Murphy et al., 2020[20]). Teachers in the intervention were asked to use ASSISTments software to provide students with mathematics homework. The system provides feedback to students as they solve mathematics homework problems and automatically prepares reports for teachers about student performance on daily assignments. Teachers received training and coaching on formative assessment. The study found that students in the schools that were assigned to ASSISTments learned more compared to their peers in the control schools, with large effect sizes, and that the impact was greater for students with lower prior mathematics achievement. The evaluation confirms initial results by Roschelle et al. (2016[21]), which found both evidence of strong maths learning outcomes when using the platform and also a reduction of the achievement gap.

Efficiency

In most other sectors than education, smart technologies are used as a tool to enhance the cost-efficiency of operations, notably by automating a number of tasks and processes, making services faster and often cheaper (OECD, 2019[16]). While education might be behind most other sectors in this respect, digitalisation is also making many educational processes more efficient as interactions between stakeholders and educational institutions become increasingly automated. As noted above, also in teaching and learning, some degree of automation is gaining ground. To what extent will digitalisation allow for enhanced cost-efficiency and productivity in education?

Any discussion of cost-efficiency should keep in mind that technology incurs investment and maintenance costs, which have to be compared with the costs of current arrangements. Digital technology has not always delivered on its cost-efficiency promises in the past because one has sometimes forgotten that, beyond the initial investment, it needs to be continuously upgraded, maintained, etc.

Nevertheless, as in other sectors, there are good reasons to believe that smart technologies could increase cost-efficiency in education.

One example lies in the application (and admission) process to educational institutions. They are increasingly undertaken through digital platforms, especially in higher education, where a “matching” (or selection) process is often necessary. In cases of open admission institutions, when no selection is required, implementing seamless automated processes is even easier. The implementation of the National Education Information System (NEIS) in
Korea, an e-government system allowing, inter alia, for the digital transfer of students’ academic records from one school to the other (as well as from school to university) was estimated to save USD 237 million a year in 2010 (KERIS, 2010[22]).

A second area where digitalisation could possibly lead to cost-efficiency is the provision of verifiable degrees and other credentials on blockchain. The gradual development of an infrastructure for digital credentials and the adoption of open standards will gradually lead to a different way of certifying and holding degrees, with individuals being able to manage their qualifications themselves. This is one of the strongest and most immediate arguments of cost-efficiency in the different digital solutions examined in this book.

A third area where cost-efficiency is underway is the collection of system-level statistical information. While statistical information often relied on the establishment of statistical panels (of representative samples of individuals or institutions) and often involved multiple handlings of the same data, the use of administrative data combined with the interoperability of diverse systems has made it much easier to get statistical information from operational services in almost real time (González-Sancho and Vincent-Lancrin, 2016[23]; n.d.[24]).

At the end of the day, a cost-benefit analysis comparing the benefits of smart technology, including the non-financial ones mentioned above, to that of an existing solution, will determine how cost-efficient it is for a given service (or educational goal).

**Policy pointers**

The emergence of smart education technologies or solutions powered by artificial intelligence, learning analytics, algorithms and other technologies presents many opportunities. At the same time, they raise a number of policy questions. How can governments best harness the benefits of technology in education while limiting its possible risks? This involves a good understanding of the opportunities and risks, both from a technical and political dimension. One success factor lies in the social willingness to adopt those technologies. This section will draw some key lessons from the book from a policy perspective and highlight some key features of smart technologies that matter for policy making and for the effective deployment of smart technologies in education.

**Smart technologies as socio-technical systems**

Whether they are already available or under development, most of the smart education technologies for teaching and learning covered in this book do not aim to replace teachers or human beings. They were in fact developed with the current education model in mind. One common thread of all analyses in the book is that most teaching and learning solutions are designed as hybrid human-AI systems and require teacher-student interactions and human oversight of the machine at different points. Molenaar (2021[8]) offers a model to better understand the continuum between fully automated and teacher-only education. Most advanced personalisation solutions require teacher intervention or alert teachers when they should intervene, for example, because students are still struggling or they need to move on to another step of their learning process. Most solutions to support classroom orchestration are also hybrid solutions that merely scaffold teachers in implementing rich learning scenarios for their students. As Dillenbourg (2021[12]) puts it, “there is a teacher in the loop” and classroom analytics are designed to support teachers in orchestrating the teaching and learning of students in the class and in providing them effectively with rich learning scenarios – not to replace them.

Contrary to how robots are often presented in other sectors, the social robots presented by Belpaeme and Tanaka (2021[10]) are not meant to replace teachers either, but to support their students for specific learning tasks, in the same spirit as personalisation tools. Not that it could not be possible one day, in a distant future. As of 2021, social robots are mainly effective in accomplishing narrowly defined tasks. They play the role of a teacher assistant, as computers do in their different way. As for telepresence robots, they enable human teachers to be present from a distance. Good (2021[11]) provides an excellent case showing how smart technologies for students with special needs may actually create new social relationships between learners and the humans in charge of providing them with appropriate learning tasks – rather than suppress them.

At the system and organisational level, the use of smart technologies follows the same pattern. Early warning systems help predict dropout, but they require a human intervention for “at risk” students not to drop out (Bowers, 2021[19]). Other types of learning analytics used within educational institutions to support decision-making also provide information that needs to be acted upon; they do not make final decisions in the place of administrators and teachers (Ifenthaler, 2021[13]).
This is not to say that smart technologies never make decisions or are not designed for full automation. Personalisation systems, classroom analytics, and early warning systems all make some decisions to enact their next step or recommend one to human beings. But they typically only provide input to decisions. Game-based standardised assessments do more than provide a suggestion: they automatically score the test-takers and assess their skills – as is already the case with traditional computer-based standardised assessments. Blockchain technology does not make decisions, it just records truthfully what a variety of (usually) human actors have done, building on different social processes: accrediting institutions, awarding a qualification or credential, storing the credential on some blockchain, sharing the credential with other parties, verifying the authenticity of the credential, etc. (Smolenski, 2021 [25]). But both cases also highlight the relevance of thinking of smart technologies as socio-technical systems, that is, systems in which social and technical features interact and are shaped together.

One of the challenges of game-based standardised assessments will be to create social acceptance, if not full trust, as was the case for traditional standardised assessments. Buckley et al. (2021[14]) note that building valid, reliable, and fair game-based assessments is considerably more complex and challenging than designing traditional standardised tests. While it solves a problem with a clear level of efficacy, one challenge to the widespread use of blockchain for credentialing also relates to social change and legal adaptations: social processes to certify credentials already exist and not everyone may be willing to change those social habits – or cope with the uncertainties attached to any new solution.

There are different ways to acknowledge the fact that most smart technologies are hybrid AI-human systems or that, more generally speaking, smart technologies are better designed and understood as socio-technical systems. One is to clearly communicate that while technology could play a bigger role in the future, it currently needs to be supplemented and controlled by human actions in most cases. The ways to recognise those current realities would be as follows:

- Involving teachers, students and other end users as co-designers in the research and development process would ensure the usefulness and use of smart digital solutions. It also help the people involved in understanding and shaping the social context in which smart education technologies would best be used (the classroom, home, etc.). This should be an aim even when it is challenging to involve end users, for example, students with special needs.

- Public-private partnerships between government, technology researchers within universities and companies, and the education technology industry should be a key characteristic of most research and development projects in this area. This research should go beyond the technology functionalities to analyse how it is used in context and also work on the social and legal adjustments that would be required for their widespread adoption.

Algorithm accuracy

Smart technologies have made and are making very rapid progress, and this book illustrates their potential benefits in a wide range of educational areas both in terms of teaching and learning, and administrative efficacy. Smart technologies often outperform traditional data analysis and technology thanks to more powerful algorithms. Game-based assessments allow skills to be assessed that are difficult to assess through traditional computer-based or paper-and-pencil tests. Personalisation adapts to learner characteristics in ways that pre-existing personalisation methods could not permit – and they possibly do it as well as human teachers. The new algorithms in early warning systems outperform traditional regressions in terms of predictive power and bring visibility to dropout patterns that were not traditionally acknowledged by human administrators or teachers.

Nevertheless, many of the smart technologies presented in the book are not fully mature yet. For example, while some early warning systems now approach good predictive power, Bowers (2021[19]) shows that most early warning systems rely on predictors that are no better than a random guess. In the areas of student engagement, D’Mello (2021[9]) points to new approaches that are developed to better measure students’ engagement in learning using facial image analysis and other ways but also notes the inaccuracy of many of the measures used in the field of learning engagement. In the area of classroom analytics, some solutions manage to identify whether learners are working individually or in groups with a very high level of accuracy (90%) but identifying the type of teaching and learning activity remains more challenging (67% of accuracy). Those are just three examples, which are encouraging as accuracy levels can be very high, but show that this is not guaranteed for any AI-powered education application.
In the current state of technology, one policy challenge is to ensure that the developed technology solutions perform their tasks with accuracy – or to get a clear sense of that level of accuracy. In spite of the very rapid advancement of smart technologies, computers and smart education technologies still remain imperfect – though not necessarily more imperfect than humans. Some of those imperfections are expected to be rapidly solved while it may take much longer for others. The contrary would be surprising when looking at technologies considered to be at the education technology frontier. But it is even possible that for some tasks, smart technologies will never become perfectly accurate and remain confounded by false positives, etc. However, the real question is how they compare to humans. After all, human beings perform those tasks with some levels of imperfection too (when they do) as the problems that they are addressing are usually complex. Whether full accuracy should be the expected standard is an open question. Probably this should depend on the social stakes related to the task. In many cases, an “accurate enough” diagnosis or decision should be sufficient.

Given that smart technologies are not fully mature yet and still have some intrinsic limitations, it is important for users and governments to remain aware of those limitations without preventing those technologies from continuing to improve and grow thanks to their actual use. Some possible policy pointers to mitigate the limits of smart technologies while embracing their potential are as follows:

• While smart education technologies can be useful before they are fully accurate (or even without being fully accurate), they should demonstrate a certain level of accuracy in their predictions and diagnoses when they support decision-making – or just be effective enough when they have a different role. Education technology companies could be asked to demonstrate the level of accuracy or effectiveness of their technology solutions with different accuracy requirements depending on the stakes of the supported decision (when they support a decision). Those accuracy requirements should ideally be compared with the current performance of human teachers and administrators.

• When still imperfect in terms of accuracy, smart education technologies should merely inform human decision-making and reflection rather than make fully automated decisions or support a decision process that will rarely deviate from their recommendations, especially for high-stakes solutions. Those technology requirements should have a risk-mitigation rather than no-risk policy, acknowledging that smart technologies can be beneficial even when they are not fully accurate. This may just imply keeping humans in control in the final stages when social stakes are high.

Designing for use

Sometimes, education technology solutions are designed and proposed because they are possible rather than because they are useful and provide clear benefits to end users in education. Most education technology products are mere educational derivatives of solutions designed for other sectors. Even when technology applications are useful and beneficial, some teachers, learners and users may have no interest in using them. Instances of lack of use and lack of usefulness of education technology have given rise to several critiques of education technology (Cuban, 1986[26]; Reich, 2020[27]) even though the increased use of technology in classroom instruction represents one of the biggest changes in classrooms of the 2010s (Vincent-Lancrin et al., 2019[28]).

How can one overcome this problem? Several chapters in this book discuss smart technology solutions that may not be sufficiently useful to be used at scale (given stakeholders’ usual ways of working). One reason for this lack of use lies in the design of the smart technology solutions or in an insufficient understanding of how teachers can use them in their professional practice in ways that support rather than distract them. For example, classroom analytics are useful when they make visible to teachers what is either invisible or not easy to see (either in real time or after class) and when they provide information that they can act upon and interpret (Dillenbourg, 2021[12]).

One aspect of smart technologies that makes them more or less useful to their users relates to how they display the final information to end users. The interface between technology and humans is essential. For example, research shows that different types of dashboards can be more or less effective to support teachers and learners, or more appropriate in certain contexts than others (Molenaar, 2021[8]; Dillenbourg, 2021[12]). Dashboards typically display the final output of the analytics: they can take different forms (e.g. centralised, distributed, ambient) and use different display devices. While the mere appearance of social robots does not seem to matter much, social robots work better than virtual agents as users may relate to them in different ways than with a virtual image or a computer (Belpaeme and Fumihide, 2021[10]). The effectiveness of some solutions such as the ECHOES learning environment, which scaffolds autistic children’s exploration and learning of social communication skills, partly
lies in a setting that fosters communication between the autistic child and the adult monitoring the software and learning environment. This important dimension was actually discovered as the tool was tested and improved rather than as a preconceived use case, showcasing the importance in designing and adapting technology solutions with end users (Good, 2021[11]).

In some cases though, the usefulness of education technology may go beyond offering a technical solution to a specific problem. This is why usefulness and algorithmic accuracy are not always related: a solution with an algorithm accurately performing its task may not be so useful, whereas algorithms imperfectly performing their task may be. Changing the stakeholders’ mindset or catalysing some broader change within an institution or an education system may be its usefulness. Generally speaking, innovation is a driver of professional learning and change (Avvisati et al., 2013[29]; Vincent-Lancrin, 2016[30]; Vincent-Lancrin et al., 2019[28]). Smart technologies play the same role.

Ifenthaler (2021[13]) shows that many universities and institutions introduce learning analytics at the institution-wide level in order to change their organisational culture or processes, and perhaps sometimes to foster new collaborations and ways of working between different stakeholders within the institution. Providing a solution to a specific problem or automating their processes may only be a secondary objective. Regardless of their effectiveness in reducing student dropout, one of the benefits that early warning systems (and the related research) has already delivered lies in a better and broader understanding of the circumstances leading students to drop out.

Bowers (2021[19]) shows that the traditional conception of students at risk of dropping out (as students with low and declining grades who do not like school) corresponds to only 38% of actual dropouts in the United States – so that traditional interventions miss out on the majority of students who actually drop out. Beyond providing real-time information, several of the functionalities of classroom analytics provide feedback to teachers on what happened in their class and one of their virtues can be to trigger professional reflection and learning, hopefully followed by behavioural change and improved teaching proficiency (Dillenbourg, 2021[12]).

Beyond design, including the final display of information to learners and other users, cost-benefit analysis is a final way to think about this “use” problem: if cheaper alternatives are available, in budget, time, cognitive load (or whatever relevant metric), new smart technology solutions may remain unattractive compared to existing human or older technology solutions. This is easily understandable when learning analytics predict, diagnose or act with little accuracy, but this can also be true for digital solutions with fully accurate or effective algorithms. Many of the digital tools that support teachers and administrators help them to solve very specific problems and sometimes the existing solutions may outperform the new ones. For example, at the system level, game-based assessments and simulations are likely to supplement rather than replace traditional standardised assessments based on batteries of questions: they are much more expensive to design, have less generalisability, and are only better suited to assess complex competences that are more difficult (or impossible) to assess through cheaper traditional alternatives (Buckley et al., 2021[14]). Smolenski (2021[25]) shows that blockchain has the potential to make the credentialing process more cost-efficient and simple for individuals. The technology is superior to some other technologies when fraud is possible, but not necessarily an adequate solution in all situations.

One last important point on usefulness relates to the affordability of smart technologies for public establishments and individuals. In the context of education systems, digital technology usually has to be very affordable to be bought – and thus be useful and have a chance to be actually used. As noted by Good (2021[11]) in the case of students with special needs, smart technologies should be designed to run on low-cost and widely available platforms (or devices). This is not always the case, but remains one of the conditions for them to be used – and to make their benefits widely accessible. Smolenski (2021[25]) also highlights the importance of open standards in the case of blockchain, partly as a way to make long term costs lower and ensure the solution is more sustainable for the end users (both institutions and individuals). This is true with many other technologies: open standards allow for greater interoperability, more sustainability over time, more competition among vendors, and often lower user costs. Technology solutions that run on widely available platforms are also more affordable and useable than specialised devices.
Several key messages emerge in terms of enhancing the usefulness and usage of smart technologies in education:

- Cost-benefit analysis should typically guide the design and adoption of smart digital solutions for different types of problems, acknowledging that benefits and costs are not just pecuniary.

- While the benefits of any solution may go beyond immediate student academic learning gains, and the costs, beyond merely financial ones, both the expected costs and benefits of smart technologies should be clearly identified and estimated either through research evidence when available and possible or a good theory of action (or theory of change).

- The display (or communication) of the information provided by learning analytics and other technology matters in making smart technologies useful to students, teachers and decision makers. More broadly speaking, the design of the interface between human and smart education is often a key aspect of the useability and impact of the digital solutions on learning or other targeted goals.

- Smart technology solutions should aim to be low cost and run on widely available platforms/devices to be as affordable as possible, possibly using open standards (and interoperability standards). Governments can support the development of those standards, preferably at the international level. Attention to affordability is essential to making smart technologies accessible to all so as not to reinforce the digital divide. Ensuring smart technology solutions can benefit all learners or institutions is key to equity and inclusiveness.

**Smart technology and data governance: transparency, fairness and ethics**

One key element of any socio-technical system is the broader social context in which the system operates, including its values and principles. Because they rely on large amounts of education data, including, sometimes, personal data such as biological markers, face recognition or expression, etc., or require a permanent monitoring and tracking of learners, classrooms or institutions, common concerns about the development and use of smart technologies relates to data protection and privacy, but also to ethical and political concerns. Could (or should) education establishments and systems become a new version of “Big Brother” for the sake of improved learning outcomes? Can governments and other parties be trusted to use this information for the mere sake of educational improvement – and to enforce strong data protection regimes? What could be the adverse consequences of this use, if not done properly, either in the present or in the future. Could data-rich education technologies, for example, perpetuate and reinforce biases and inequity? Embracing smart technologies implies some trust in how they are used, credible safeguards, and some level of understanding and acceptance of their processes and outputs.

Most OECD countries have strong data protection regulation that ensures that personal education data cannot be shared with (or used by) third parties beyond the educational processes for which they are collected unless certain privacy conditions are met. This is the case in the Europe Union with the General Data Protection Regulation (GDPR) and in the United States with the Family Educational Rights and Privacy Act (FERPA), which have both influenced many other data protection laws across countries. Much of the data concerns administrative micro-data (González-Sancho and Vincent-Lancrin, 2016[23]; n.d.[24]). The data protection regime usually extends to vendors providing technology solutions to schools and education administrations. It is noteworthy that the enforcement and implementation of data protection regulations can vary from one country to the other (or even one place to the other within a country). Given these arguably strong safeguards, the fact that privacy and data protection issues remain central in public discussions may point to a lack of trust in how the data are used (or could be used) within the education system and beyond.

Data protection is just one aspect of data governance though. One important question relates to the relationship between governments, the data subjects (who are usually the users of (sometimes mandatory) education services), and the private sector that usually develops the smart education technologies. This relates to questions of data ownership and of competition policy in the digital world: how should administrative and other education data be shared across education technology companies and public researchers to allow for progress and for a sufficient amount of competition in the sector of smart education technologies? How can the interests of learners and other individuals be best preserved in this context? The different solutions proposed for other sectors than education could probably be adapted to education (OECD, 2019[31]; 2019[1]).

Ethical discussions should normally concern what is not regulated within a country and thus aspects for which individuals and authorities have more freedom of action. This is how we interpret the question of “ethics” in educational AI.
The regulation of algorithms is usually not as strong as regulation for data protection. A major concern about algorithms is that they could be biased and have an undesirable social impact for some population groups (based on gender, ethnicity, socio-economic status, etc.) – but also that they could be flawed or just reinforce past human biases rather than reflect current societal values. A usual requirement is to ensure they are transparent and open, and that their "decisions" can be explained and challenged when automated. In the case of the EU General Data Protection Regulation, the regulatory language about algorithms is ambiguous (articles 13-15, 22, and recital 73) and lawyers are still debating what those articles imply in terms of "right of explanation" (transparency) and of the possibility to opt out of or challenge "automated decisions" for citizens. In the European Union, only the French and Hungarian laws have an explicit law about the "right of explanation" (with French law requiring both ex-ante and ex-post explanation in an intelligible way, and Hungarian law, some level of explanation) (Malgieri, 2019[32]). In the United States, there is no regulation about algorithms and their requirements as part of FERPA (or other regulation). Most OECD countries do not have clear regulatory requirements about them as of 2021.

Because algorithms based on machine learning are trained with historical data, many observers are concerned they will reproduce past biased (human) practices, as has apparently been the case in some countries in domains other than education (finance, justice, etc.) (O’Neil, 2016[33]). Several guidelines have been developed to avoid these pitfalls, which can happen at different steps of the process: measurement (data collection or labelling), model learning (when machine learning is involved), and action (when the algorithms detect, diagnose and act, for example). Different possible measures of fairness are also possible, which makes the issue even more complex (Kizilcec and Lee, 2020[34]; Baker and Hawn, 2021[35]). Ifenthaler (2021[13]) mentions several check lists of good practice and ethics for learning analytics. Bowers (2021[19]) points to the “open algorithm” movement in the area of early warning systems and notably to two overlapping sets of criteria to ensure transparency, verification and replicability of algorithms: the AAAA (accurate, accessible, actionable and accountable) and FAIR (findable, accessible, interoperable and reproducible) principles. Molenaar (2021[8]) also points to the importance of transparency to govern learning analytics and algorithms. As was shown in 2019 with some difficulties around exams and grade assignment for university admission, when it comes to high-stakes automated decisions, transparency is also about initiating an early dialogue about the criteria, expected social outcomes, relevance and acceptability of smart algorithms with diverse stakeholders from experts through to final users and other social bodies (Box 1.3). In some cases, the algorithms can be human-coded rather than involve AI techniques.

For example, given that accurate predictors for early warning systems can rely on minimal information that does not include information about gender, race and socio-economic status (Bowers, 2021[19]), it may not be considered ethical (or even necessary) to include these kinds of indicators to diagnose dropout in early warning systems unless they improve significantly the performance of the algorithms. On the other hand, results that do not include any personal information about learners may still lead to biased or socially/politically undesirable outcomes. Ethical concerns should therefore include a verification and discussion of the effects of smart technologies on different groups and ensure they are aligned with countries’ social and political principles. As few people are, in practice, able to verify the effects and impacts of algorithms, some independent groups of stakeholders may be responsible for or even assigned this task. While anyone should be allowed to do it in the frame of an open algorithm culture (at least when algorithms lead to a decision or a quasi-decision), education researchers, non-governmental organisations, but also, possibly, independent governmental agencies, could play an enhanced role in this area.

In the case of the most advanced applications of learning analytics based on a continuous monitoring of individuals (e.g. engagement, self-regulation, classroom orchestration, game-based assessments), another question is whether stakeholders feel comfortable with some aspects of the applications even if they are legal. While the tracking and data collection necessary to power learning analytics focusing on student engagement, self-regulation or classroom orchestration have to comply with domestic data protection regulations (and algorithm regulation, if any), the question is how to make them compatible with the political values of the country where they are implemented. This may require some imagination in terms of data protection arrangements (such as deleting immediately the data once processed). As in the exam case mentioned above, this also requires a social negotiation with all stakeholders including transparency about the data collection and how they are used. This is not just a matter of regulation or even perceived ethics. Even within the same country, what can be acceptable in some communities may not be in others depending on how the smart technologies were introduced (Box 1.5).
Box 1.4 Two examples of controversies over predictive end-of-school grades during COVID-19

In summer 2020, the controversies that can arise around the use of algorithms in education were placed into sharp focus for both the International Baccalaureate Organization (IBO) and the Office of Qualifications and Examinations Regulation (Ofqual) in England. Lockdown measures and school building closures put in place to curb the spread of COVID-19 led to high-stakes end-of-high-school exams (English A level and International Baccalaureate) being cancelled. The results of these exams were used to allocate university admission places, creating the need to find ways of assigning grades to students for the same purpose.

Both IBO and Ofqual opted to develop algorithms to standardise grades on the basis of data from teacher assessments, previous performance, and a variety of other factors. In the case of IBO, historical assessment data from previous exam sessions as well as individual school data was used. In the case of England’s A levels, teachers were asked to provide a centre assessment grade representing the grade students would have been most likely to achieve if teaching and learning had continued as usual rather than being disrupted by COVID-19. Teachers were also asked to provide a rank order of students for each student and grade. When centre assessment grades were considered, Ofqual found that their compound effect was likely to lead to an increase of up to 13% percentage points for some grade points compared to 2019. A statistical standardisation model was therefore developed and tested to produce grades based on the historical performance of the school or college in particular subjects as well as take into account factors such as changes in the prior attainment of candidates, centre assessment grades and rankings, and size of the cohort (Ofqual, 2020[36]).

In the case of both A levels and the IB, this process of standardisation led to substantial differences between predicted and assigned grades, meaning that offers of university places could be revoked, especially where they were conditional on students achieving a particular grade. When A-level results were released to students in England on 13 August 2020, for example, media reports suggested that around 40% of results were downgraded from teacher predictions meaning that many students did not meet the requirements of their offers for study at their first or second-choice universities (BBC, 2020[37]). Some alleged this disproportionately affected high-performing students in low-attaining schools, often in disadvantaged areas, because the algorithm had used the average of the previous performance of the school as part of the measures used to avoid grade inflation. This resulted in petitions, including from scientific associations such as the UK Royal Statistical Society, protests, and media articles complaining of a lack of transparency regarding the algorithms, models, and processes used and claiming compounded disadvantage for a cohort of students who were already having to cope with the effects of the pandemic (e.g. Studemann, 2020[38]; Adams and McIntyre, 2020[39]).

By mid-August 2020, it was announced that both A-level and IB results would be adjusted to reflect teacher estimates rather than results produced by the algorithms, ensuring in both cases that students would receive the highest grade of the two methods.

These examples highlight the socio-technical nature of smart technologies and the need for authorities to engage in a political dialogue with stakeholders to make the outcomes of smart technologies socially acceptable. In both cases, no one contested the accuracy of the algorithms, which did what they were coded to do, but rather the design parameters for predicting or adjusting grades, the observable or perceived outcome, especially for some sub-populations, and the lack of transparency of the process. Exams and grade assignment are social institutions that have been built over decades and centuries to become acceptable and part of the “meritocracy” construct (Sandel, 2020[40]). A big challenge ahead for the use of smart technologies will be to develop similar negotiated social acceptance. This is particularly true when algorithms lead to high-stakes decisions, as was the case in these two examples.
Box 1.5 Two examples of controversies related to social acceptability of smart technologies in school

Measuring and monitoring students’ attention, behaviour or emotions in the classroom may help teachers to keep them engaged in learning. However, privacy protection and engagement with parents and other stakeholders are key dimensions for success. Two examples from China show the importance of social acceptability, stakeholder engagement and transparency in the deployment of such technologies.

In 2019, the Jinhua Xiaoshun Primary School (Zhejiang Province, China) trialled the FocusEDU headband. In combination with a software platform, these brainwave-tracking headbands used electroencephalography (EEG) technology to measure the extent to which students paid attention in class. Three hydrogel electrodes – one at the forehead and two behind the ears – detected electrical brain signals that an AI algorithm then converts into an attention score. The FocusEDU software provided teachers real-time access to individual attention levels in the class through a dashboard. In addition, lights on the headband’s front showed different colours for different attention levels, signalling to teachers which students were identified as not paying attention. Local authorities suspended the trial in October 2019 due to privacy concerns.

Another example of monitoring students based on their behaviour and emotions was piloted in Hangzhou No. 11 Middle School (Zhejiang Province, China). Hikvision, a manufacturer of video surveillance equipment based in Hangzhou, developed cameras equipped with facial recognition technology that monitored students’ in-class behaviour and facial expression under the name of “smart classroom behavioural management system”. An AI algorithm classifies behaviour into six categories (reading, writing, listening, standing up, and lying on the desk) and distinguishes seven facial expressions (neutral, happy, sad, disappointed, angry, scared and surprised). An overall attention score was computed from these classifications that teachers could access in real-time through a screen. Following parents’ concerns, the use of the technology to evaluate facial expressions was suspended in May 2018. Since then, Hangzhou No. 11 middle school mainly uses the facial recognition cameras for monitoring attendance and for on-campus payments.

Those two examples show the difficulties that come with some monitoring aspects of smart technologies. On the research side, one difficulty lies in the quality of the theoretical models used to identify emotions and link them to learning outcomes. (There is no published research about those pilots and the underlying models to measure engagement to our knowledge.) As the proposed solutions are not so different from those that are in use at some other Chinese schools (see Box 1.1), the interruption of both pilots points more to difficulties related to local acceptance and communication, which matter also where regulation on privacy and data protection might not be as restrictive as in some OECD countries.

Source: Focus EDU (Standaert, 2019[41]; Wang, Hong and Tai, 2019[42]); Hikvision (Li and Jourdan, 2018[43]; Yujie, 2019[44]; Lee, 2018[45])

Another pragmatic and ethical issue relates to the use of the information generated by data analytics about teachers and other staff. Typically, staff within an organisation do not benefit of the same data protection and privacy regulation as students and other users. While smart technologies and learning analytics have the potential to provide feedback and support to teachers and other education stakeholders to make better decisions and improve their professional practices, they could also be used against them and unintentionally lead to undesirable social behaviours. Classroom analytics can be used to monitor teachers’ professional behaviour, and sometimes identify shortcoming in how they orchestrate learning in their classroom (Dillenbourg, 2021[12]). Should this information be used to sanction or support them? One possible intervention for students at risk of dropping out also consists of expelling or pushing them out of the school detecting this risk, which eventually enhances their likelihood to drop out eventually (Bowers, 2021[19]). Given their possible intrusive surveillance nature, the adoption of smart technologies relies on some level of trust in their positive, human-empowering ethical use. Should their voluntary use have adverse effects on teachers, school principals and decision-makers, they may appear as less acceptable and be resisted. Ethics about their use may require either full confidentiality about their results or a discussion...
and clear disclosure of how they can affect the staff using them. (This may also depend on their expected accuracy and effectiveness). As in the case of the information provided by longitudinal information systems, two different philosophies are possible. Some argue that their information should be used to reward and sanction stakeholders as an accountability mechanism, which is also a way to make them pay attention to the provided information. Others argue that the information should not be used to reward or sanction stakeholders as this may lead to their opposing the use of the information or just incentivise them to try to "game the system" – and thus lead to unethical behaviour. The jury is still out on what the best strategy is.

Building on the fact that smart technologies are socio-technical systems, their adoption and use will typically require some level of trust in teachers, schools, governments, and other stakeholders – and some attention paid to their possible adverse effects. Building trust should build both on regulation and the establishment of ethical practices, including different governance mechanisms:

- Regulation on data protection and privacy, as well as practical guidance on how to implement those provisions with different types of data and different levels of resources and competence;
- Regulation or good practice on data governance, and notably a strategy that makes data collected through smart technologies available to researchers and possibly to competitors to the vendors whose technology solution collects them;
- Regulation or guidelines about the transparency, openness and replicability of algorithms, as well as funding and support for the verification of the design and the final results of algorithms by independent parties;
- A risk-management approach to data protection and algorithm supervision that strikes an appropriate balance between risk-taking and data/usage sensitivity, acknowledging that regulations (or ethical guidance) that are too risk-averse will hinder the development of smart education technologies within a country or region and prevent reaping their possible benefits. The regulations above should be updated as smart technologies continue their rapid progress, and a close collaboration between researchers on data protection and on smart technologies may help co-design good solutions.

**Infrastructure and public good**

Smart technologies do usually require a strong Internet, computer and data infrastructure. Artificial intelligence systems, adaptive learning systems providing real-time information to teachers and learners, game-based assessments, blockchain, social robots, all require sufficient computer hardware in schools and universities (including students’ hardware under "bring your own device" policies), but also increasingly at home, as well as a bandwidth and networking capacity capable of stable and acceptable data transfer speeds. This also implies some level of investment in IT staff to deal with the maintenance of the hardware in (or across) educational establishments. Hardware is a necessary basis, but there is more to what a digital learning infrastructure should be.

Policy makers need to think about infrastructure also in terms of digital resources, both content and tools, that should be publicly provided to citizens, students, and educational institutions – either directly or indirectly through subsidies or funding to institutions. Budget constraints can limit these aspirations, but it remains important to define what should be the core of digital resources for all, and what should be accessible privately. A new question is the extent to which smart technologies should be part of the core digital education infrastructure. Is it enough to make some educational resources available to the public or should they also have the personalised learning features that some intelligent tutoring systems propose?

A final aspect of a digital infrastructure lies in people’s "digital skills", that is, the ability to use digital resources as part of one’s professional practice. In the case of teachers and professors, digital skills are less about mastering the technology than about integrating technology tools, resources and outputs in their pedagogy. Unless fully automated, technology solutions are indeed mere tools for human teaching, learning or managing education systems. Professional learning opportunities for staff, both through training and organised continuous professional learning opportunities, are thus a final aspect that should be an integral part of a strong digital infrastructure.

While university researchers and researchers in public technology agencies may have the skills to develop some of those smart technologies, governments, schools and universities will typically rely on private education technology companies to provide and maintain them (hopefully through public-private partnerships, as mentioned above).
Beyond this investment in its digital infrastructure and connectivity for all, governments still have two important responsibilities in dealing with the private sector:

- Ensuring through its procurement policies and other incentives that publicly funded or purchased smart technologies are available to schools with affordable costs.
- Ensuring that some key techniques or discoveries of those smart education technologies become or remain a public, international good and allow more actors internationally to develop new interoperable solutions that will help improve education for all across the globe.
- Ensuring that staff have the learning opportunities to properly use the smart technologies and digital resources at their disposal.

**Research and development**

This book shows how smart technologies can be beneficial to education in various ways. At the same time, a common thread through the different chapters of the book is the insufficient amount of strong evidence about the effectiveness of the various uses of smart technologies. As noted above, there is a relative lack of evidence and transparency about the actual algorithmic accuracy of the technology solutions but more evidence on their effective use in real-life educational settings should also be produced. Social robots are one of the few areas where meta-analyses and some strong evidence results could be established about some specific use of technology to improve learning outcomes (Belpaeme and Fumihide, 2021[10]).

While education research and development is needed, new approaches may be warranted.

Policy makers and research funders should remain aware that technology is not to be tested in itself. As a mere tool that is part of a socio-technical system, the appropriate research question is rarely whether some specific technological application is “effective” but more about identifying and testing whether some specific uses yield positive outcomes. Usually, when it comes to instruction, the research question will be about pedagogy and how technology supports this pedagogy rather than about the technology itself. When it comes to administrative processes, the question may be about the interventions supported or induced by the smart technology rather than the technology itself.

Some specific technological applications of smart technology have been (and can be) researched through robust experimental research designs. However, as the development of smart technologies (and computing power) advances quickly, the evidence about their effectiveness may be quickly outdated and irrelevant as the technology gets upgraded.

As other digital technologies, smart technologies allow for new types of speedy research when they are done online: A/B research. Typically, this consists of trying two different designs (A and B) of a given technology with two different groups to identify quickly which one works best (when there are large numbers of use/exposure online). This approach can be extended to classrooms to evaluate the effectiveness in using different designs of some given smart technology or of different smart technologies pursuing similar objectives in a classroom or at the system level, factoring in the complex human behaviours that are attached to their use.

Should one wait for strong evidence before using technology in education? In practice, this may be too restrictive an approach. Requirements for strong evidence before the introduction of any innovation are often a way to protect the status quo of practices whose effectiveness is rarely proven. Disciplined innovation can happen in other ways too, notably through a proportionate use of effectiveness evidence. In the case of some smart technologies, usual evaluation processes may not be the most appropriate and sometimes it may be difficult to carry them out. It would, for example, be difficult to evaluate the effectiveness of early warning systems through a randomised control trial – one reason being that systems may have to be different from one site to the other to accommodate local circumstances. The speed of development of the technology will also typically mean that experimental results will either validate or invalidate technology solutions that are already outdated by improved versions of the solution (or new technologies altogether). Perhaps another approach would be to evaluate families of technology solutions used in certain ways.

The evidence standards required for different types of solutions should probably vary depending on the possible stakes and harm coming from the solution. Smart technologies supported by a good “theory of action” or good
“underlying theory” may be acceptable for use even without a strong evidence base for low-stakes applications. When there is little underlying theory, no clear theory of action, no related basis of evidence, policy makers and stakeholders should be more reluctant to allow their use in public settings. Finally, in the case of high-stakes situations, the highest evidence standards should be in place, although algorithmic effectiveness should be compared to evidence of human effectiveness when performing similar tasks.

To further address this question, governments could:

- Invest in educational research about the use of technology in education in real life settings with a focus on pedagogy or administrative processes rather than the technology itself;
- Develop domestic and possibly international repositories of evidence on different types of uses of technology in education and different types of families of education technology;
- Develop common standards about good educational research and development in educational technology, acknowledging some of the specificities of the field.

**Concluding remarks**

Smart technologies that could transform education are already available. Some are more mature than others, but a range of solutions could and will make education systems and establishments operate differently in the future. Some of these tools are about the personalisation of learning (intelligent tutoring systems), about keeping students motivated and engaged in their learning, about allowing students with special needs to benefit fully from the curriculum. Technology can also support teachers. Smart technologies based on classroom analytics allow them to orchestrate teaching and learning in their class in real time and post-hoc while social robots can support them as teaching assistants, instructors and even peer students. Technology has also made big strides in supporting the management of education systems, with a host of solutions at the system and organisational level to manage budget, study paths, relationships with external stakeholders, etc. The development of early warning systems to help prevent students from dropping out of high school (or university) is a good example of this progress.

Some of the promises of smart technologies relate to the effectiveness of education. They can support students to achieve better learning outcomes, and teachers to teach (and also learn) better. Another promise lies in enhancing equity: technology helps to make education more inclusive and can provide additional learning opportunities to students from more disadvantaged groups – assuming that they are widely accessible and used. Cost-efficiency through automation is one aspect that digitalisation has brought to many sectors of society: this is also gradually happening in education. At the same time, developing and maintaining technology can be costly, and the public cost has to be balanced against its benefits.

Even if none of these promises of digitalisation materialised, digitalisation could still open new avenues for formal education and make it more convenient, more enjoyable, or just... different and aligned with modern life. Innovation is in itself a source of professional learning for teachers and also for students: it is a means to create new capacity within a system just because people have to adjust to the new requirements it promotes (Cohen and Moffitt, 2009[46]; Vincent-Lancrin, 2016[30]). Introducing digital tools in schools and universities may not have a narrow objective but be a tool to trigger change and improvement efforts. It is also a way for formal education to be part of its digital time. Should schools and universities resist or embrace digitalisation, which is gaining ground in all OECD societies, regardless of what happens in education? While formal education systems should empower everyone to enjoy, access and learn from all the knowledge and experiences that have been developed by humanity, education should be more than a museum.

Several scenarios are possible (and several have been developed: see OECD (2020[47]) for general schooling scenarios, and HolonIQ (2018[48]) for scenarios on digitalisation).

One scenario would be for education to change minimally and continue to have little adoption of technology and digital resources in teaching and learning. This may mean that most smart technologies would be available privately for out-of-school learning for those who can afford it. The education technology market would continue to mainly target its supply to the informal education market and corporate training. One long-term question in this scenario is whether education systems will remain relevant and whether out-of-school learning could become as important or more important than in-school learning.
A second scenario would be for education to look similar, on the surface, but become quite different, exactly as cars or planes look more or less the same as 40 years ago, but have become quite different now that they are fully equipped with sensors and computing devices. Education establishments may also become connected buildings with cameras, sensors and digital devices supporting students, teachers and administrators to make decisions to improve their teaching, learning and management practices. Technology may also become more prevalent for learning at home, with more intelligent tutoring resources etc. available for everyone to use.

A third scenario could be for education to build on smart technologies and other social trends related to digitalisation to reshape as a social institution. People may increasingly telework, more schoolwork may happen at home, sometimes with more involvement of parents and communities, and social time in school may become used mainly for individual tutoring and collective learning. For example, students can choose to go to school to do some tasks individually or perform them at home while other activities must be done at school with peers and under the guidance of their teachers.

The two latter scenarios would have implications for teachers and the main aspects of teaching, but also for what it means to be a student and how parents can support their children. Similar scenarios could be envisaged when it comes to the management of education systems and organisations. For example, many administrative processes could be fully automated, from assessments to the allocation of students to different educational institutions.

Of course, the future might hold completely different scenarios or any combination of them. But now is the time to think about what is possible and how digital technology can best support the improvement of education.
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Artificial intelligence in education: Bringing it all together

Ryan S. Baker
University of Pennsylvania, United States

Artificial intelligence has led to a generation of technologies in education – for use in classrooms and by school systems more broadly – with considerable potential to bring education forward. This chapter provides a broad overview of the technologies currently being used, their core applications, and their potential going forward. The chapter also provides definitions of some of the key terms that will be used throughout this book. It concludes with a discussion of the potentials that may be achieved if these technologies are integrated, the shifts in thinking about supporting learners through one-on-one learning experiences to influencing systems more broadly, and other key directions for R&D and policy in the future.

Introduction

For decades, educators and researchers have looked to computers as having the potential to revolutionise education. Today, much of the use of computers in education still falls short of revolutionary – a lot of learning still involves one instructor teaching many students simultaneously, and considerable computer-based learning takes place using curricula and technologies that replicate traditional practices such as drill and practice. However, the best practices of computers in education appear to go considerably beyond that. Millions of learners now use intelligent tutoring systems as part of their mathematics classes – systems that recognise student knowledge, implement mastery learning where students do not advance until they can demonstrate understanding of a topic, and have hints available on demand (VanLehn, 2011[1]). Millions of learners around the world watch lectures and complete exercises within massive online open courses, offering the potential to study thousands of topics that would not be available in colleges locally (Milligan and Littlejohn, 2017[2]). An increasing number of children and adults learn from (and are even assessed within) advanced online interactions such as simulations, games, virtual reality, and augmented reality (De Jong and Van Joolingen, 1998[3]; Rodrigo et al., 2015[4]; Shin, 2017[5]; De Freitas, 2018[6]). Perhaps none of these systems fully captures the sophistication dreamed of in early accounts of the potential of these systems (Carbonell, 1970[7]) (Stephenson, 1998[8]). On the other hand, their scale and degree integration into formal educational systems have gone beyond what seemed plausible even as recently as the turn of the century.

Increasingly, computer-based education has been artificially intelligent education. Advances in artificial intelligence (AI) in the 1980s, 1990s, and first decade of the new millennium have translated to new potentials for learning technologies in several areas. The core advances in AI in those decades led to advances in more
specialised use of AI in education – the research and practice communities of learning analytics and educational data mining – from around 2004 to today. As the research field advanced, new methods filtered into systems used by learners at scale. AI is today used to recognise what students know (and their engagement and learning strategies) to predict their future trajectories, better assess learners along multiple dimensions, and – ultimately – help both humans and computers decide how to better support students.

As these technologies develop, as they mature, as they scale, it becomes worth asking the question: where are we going? And where could we be going? If we can understand the frontiers and potentials of artificial intelligence in education, we may be able to shape research and development through careful design of policy over the next decade to get there.

In the chapters of the book, the authors use their expertise in specific areas and challenges in artificial intelligence in education to explore the frontiers and potential of this area. What technology and teaching approaches are just becoming available in research classrooms that could soon be available to a much broader range of students? How can artificial intelligence shape educational systems more broadly, from academic advising to credentialing, to make them more adaptive to learner needs? Where could we be in 10 years with the right guidance and support for research and development? Where are the opportunities for incremental but positive impacts on learners? And where are the opportunities for radically transforming education and learner experiences?

In the remainder of this overview, I will clarify some terms and domains relevant to this book. Next, I will situate the chapters of this book in the context of broader trends and opportunities in the field (including some trends and opportunities that were not explicitly covered by the authors). The final section will discuss upcoming opportunities of a broader nature, cutting across types of artificially intelligent learning technologies that can be supported through shifts in policy.

**Smart education technologies: Definitions and context**

In this section, some definitions and context that are key to understanding smart technologies in education are presented.

**Educational technology**

Educational technology at its most obvious level refers simply to the use of any technology – any applied machinery or equipment – in education. Throughout the last hundred years, practitioners and researchers have sometimes become overly enthusiastic about finding applications for new technologies in education. See, for instance, reports by Cuban (1986) of instructors teaching students with traditional lecture pedagogies but inside an early-generation airplane.

Today, most discussion of technology in education is focused on computers and digitalisation, though older technologies such as radio and television still play an important role – especially in many middle-income countries during the recent COVID-19 pandemic (OECD, n.d.). Educational technologies can refer to a range of technologies. I provide a few examples here (others are given in the context of the chapters in this book).

- **Computer tutors or intelligent tutoring systems** provide students with a learning experience where the learning system adapts presentation based on some model or ongoing assessment of the student, a model of the subject area being learned, and a model of how to teach (Wenger, 1987). Each of these models can be more sophisticated or more basic. Baker (2016) notes that contemporary intelligent tutoring systems tend to be sophisticated in only one area (which differs between systems) and very simple in other areas.

- **Digital learning games** embed learning into a fun activity that resembles a game. The degree of gamification can vary from activities that embed learning into core gameplay and which may not even seem to be a learning activity (see, for instance, SimCity and Civilisation) to more obvious learning activities where the student gets rewards for successful performance (for instance, getting to throw a banana at a monkey after answering a math problem correctly in MathBlaster).

- **Simulations** are computerised imitations of a process or activity that would be difficult or costly to do in the real world as an educational activity. Increasing numbers of students today use virtual laboratories to conduct experiments that could be dangerous, expensive, or difficult, and also to receive feedback and learning support while completing these activities.
• **Virtual reality systems** embed learners in 3D depictions of real-world activities. Like simulations, they make it feasible to engage in activities from a home or computer lab that would be expensive, dangerous, or simply impossible to engage in otherwise. Augmented reality systems embed additional information and experiences into real-world activities, ranging from pop-up details that appear and ambient displays (information that is available in the environment without having to focus on it) to overlaying a different world on top of the current one. Both augmented reality and virtual reality often rely upon headsets to present visual information to learners.

• **Educational robots** have a physical presence and interact with students in real-world activities to support their learning. While robots as educational DIY kits have been available since the 1980s, a recent development sees robots take up the role of tutor.

• **Massive online open courses (MOOCs)** provide students with a basic learning experience, typically consisting of videos and quizzes. The innovation around MOOCs is not in the learning experience – it is typically a simplified version of a large lecture class – but, rather, in making materials developed by faculty at world-famous universities, often on highly specialised topics, accessible to learners around the world.

**Educational data**

Data are, quite simply, facts gathered together. Whereas a few facts gathered together do not enable us to reason about the relationships represented in that information, the accumulation of large quantities of information does and that is the modern power of big data. Educational data used to be dispersed, hard to collect, and small-scale. Individual teachers might keep a gradebook on paper; the school might keep disciplinary records in the basement; and curriculum developers would have a very limited idea of how their materials were being used and what students were struggling with. Today, educational data is gathered at a much larger scale. Gradebooks, disciplinary data, assessment data, absence data and more is stored centrally by local education agencies (or often by national or even trans-national vendors). Curriculum developers often gather extensive data on usage and learning. As of this writing, the regulations around handling, storage, and use of educational data vary considerably between countries, with some countries having very strict practices (particularly on the European continent), and other countries having less restrictive regulations. Each of these sources of data can be used to improve educational quality and support learning, supporting both artificial intelligence/machine learning (next definition) and human refinement of learning content and experiences.

**Artificial intelligence and machine learning**

Artificial intelligence is the capacity for computers to perform tasks traditionally thought to involve human intelligence or, more recently, tasks beyond the ability of human intelligence. Stemming from relatively simple, general-purpose systems in the 1960s, artificial intelligence today generally involves more specific-purpose systems that complete a specific task involving reasoning about data or the world, and then interaction with the world (more commonly through a phone or a computer interface than actual physical interaction). Machine learning (increasingly called data science, and also called both data mining and analytics) is a sub-area of artificial intelligence, present at a low level since the beginning of the field but becoming a particular emphasis in the 1990s through to today. Machine learning is when a system discovers patterns from data – becoming more effective at doing so when more data is available (and even more so, when more comprehensive or representative data is available). There is a broad range of machine-learning methods, classified mostly into supervised learning (attempting to predict or infer a specific known variable) and unsupervised learning (trying to discover the structure or relationships in a set of variables). There have roughly been two generations of machine learning: a first generation of relatively simple, interpretable methods and a second generation of much more complex, sophisticated, hard-to-interpret methods.

**Artificial Intelligence in Education (AIED)**

Artificial Intelligence in Education (AIED) arose as an interdisciplinary subfield in the early 1980s with a bi-annual (now annual) conference and peer-reviewed journal, although examples of this research area were present even before that. Much of the early work in artificial intelligence in education involved intelligent tutoring systems but the field has broadened over the years to include all of the types of educational systems/interactions defined above, and has expanded to include several independent conferences and journals. The revolution in machine learning and data mining impacted artificial intelligence in education as well, with a significant shift around 2010 – influenced by the emergence of a separate scientific conference, Educational Data Mining – towards much more
use of this type of method. Today, AIED systems incorporate a range of functionality for identifying aspects of the learner, and a range of ways they can interact with and respond to learners.

**Learning analytics**

Learning Analytics, also referred to as Educational Data Mining, has emerged as a field since 2008 with two major international conferences and peer-reviewed journals. The goal of learning analytics is to use the increasing amounts of data coming from education to better understand and make inferences on learners and the contexts which they learn from. Learning analytics and educational data mining apply the methods of machine learning/data science to education, with methods and problems emerging specific to education. Challenges such as inferring student knowledge in real-time and predicting future school dropout have seen particular interest, but there have been a range of other applications for these methods, from inferring prerequisite relationships in a domain such as mathematics to understanding the factors that lead to student boredom. A taxonomy of methods and applications for learning analytics is given in (Baker and Siemens, 2014[13]; DeFalco et al., 2017[14]). Learning analytics models are most frequently deployed in two types of technology: intelligence augmentation systems and personalised learning systems (discussed in the next section).

**Intelligence augmentation systems**, also called decision support systems, communicate information to stakeholders such as teachers and stakeholders in a way that supports decision-making. While they can simply provide raw data, they often provide information distilled through machine-learning models, predictions, or recommendations. Intelligence augmentation systems often leverage predictive analytics systems, which make predictions about students’ potential future outcomes, and – ideally – also provide understandable reasons for these predictions. Predictive analytics systems are now used at scale to try to understand which students are at risk of dropping out of high school or failing to complete college, with an eye towards providing interventions which get students back on track. Intelligence augmentation systems often communicate information to stakeholders through dashboards, which communicate data through graphs and tables that allow the user to drill down for information about specific learners. Today, personalised learning systems and predictive analytics systems often use dashboards to communicate information to teachers, occasionally make dashboards available for school counselors, academic advisors, and school leaders, and rarely make dashboards available for parents. The quality of the data presented in dashboards can vary considerably from learning system to learning system.

**The uses of artificial intelligence in classrooms and educational systems**

This book focuses on two key areas: 1) New Educational Technologies and Approaches for the Classroom, and 2) New Educational Technologies and Approaches for Educational Systems. These new technologies often but not always involve artificial intelligence. Within this section, I will summarise work in each of these areas, including both the work discussed in the chapters in this report, but going beyond as well.

**New educational technologies and approaches for the classroom**

As computerised educational technologies become more commonly accessible to teachers and students, there is increasing awareness that the technology does not simply increase convenience for teachers or provide a fun alternative activity for students – it can promote new methods for teaching and learning.

**Personalised Learning.** One major trend within learning, driven by these technologies, is the move towards personalising learning to a greater degree. Personalisation of learning did not start with computerised technology – in a sense, it has been available since the first use of one-on-one tutoring, thousands of years ago (if not earlier). However, with the increase in systematised, standardised schooling and teaching over a hundred years ago, awareness increased that many students’ learning needs were being poorly met by one-size-fits-all curriculum. Classroom approaches such as mastery learning (each student works on material until mastery and only then moves on to the next topic) were developed, but proved difficult to scale due to the demands on the teacher. Educational technologies provided a ready solution to this problem – the computer could manage some of the demands of personalising learning, identifying each individual student’s degree of mastery and providing them with learning activities relevant to their current position within the curriculum.

The first dimension that educational technologies became effective at personalising for was a student’s knowledge or state of learning. Molenaar (2021[15]) details efforts to develop better personalisation of learning for learners, providing a framework for the degree of automation in personalised learning systems. Her chapter discusses
the shift from teacher-driven systems to computer-based technologies that can take a larger role in immediate decision-making, remaining within guidelines and goals specified by the teacher.

Next, educational technologies became more effective at personalising for differences in students’ self-regulated learning – their ability to make good choices during learning that enhance their learning outcomes and efficiency. This topic is also discussed in Inge Molenaar’s chapter (Molenaar, 2021[15]). Modern educational technologies in many cases have the ability to recognise when students are using ineffective or inefficient strategies, and to provide them recommendations or nudges to get back onto a more effective trajectory.

A contemporary trend, which is still primarily in research classrooms rather than wide-scale deployment, is the move towards also recognising and adapting to student engagement, affect, and emotion. Discussed by Sidney D’Mello (2021[14]), these systems recognise these aspects of a student’s experience either from their interaction and behaviour within the system or from physical and physiological sensors. There are now several examples of educational technologies – particularly intelligent tutoring systems and games – which have been able to identify a student who is bored, frustrated, or gaming the system (trying to find strategies to complete materials without needing to learn) and re-engage them productively (e.g. DeFalco et al., 2017[14]).

Increasing research also looks at trying to personalise to increase broader motivation or interest. This work differs from the work on engagement and affect in terms of time-scale. Whereas engagement and affect often manifests in brief time periods – as short as a few seconds – motivation and interest are more long-term stable aspects of student experience. Work by Kizilcec and colleagues (Kizilcec et al., 2017[17]), for instance, has tried to connect student learning experiences with their values, leading to greater degrees of completion of online courses. Work by Walkington and colleagues (Walkington, 2013[18]; Walkington and Bernacki, 2019[19]) has modified the contents of learning systems to match student personal interests, leading students to work faster, become disengaged less often, and learn more.

New Pedagogies. Although the most obvious impact of artificially-intelligent educational technologies is through personalising learning directly, new pedagogies and teacher practices have also emerged. These pedagogies and practices enable teachers to support their students or provide their students with experiences in ways that were generally not feasible prior to the technology being developed.

Perhaps the largest shift has been in the information available to teachers. Dashboards provide teachers with data on a range of aspects of their students’ performance and learning. This has produced a major shift in how homework is used. In the past, homework would need to be brought to class by students. It could be graded by the teacher after that (meaning that feedback and learning support would be delayed), or students could grade it with the teacher in a large group, which is not a very time-efficient approach. In contrast, data from homework technologies today can become available to teachers in real-time. This means that teachers can identify which students are struggling and which materials students struggled on in general before class even starts. This enables strategies where, for instance, teachers identify which students displayed common errors and can identify students who can demonstrate both incorrect and correct problem-solving strategies for whole-class discussion. It also enables teachers to message students who are behind in completing materials (or even in starting to work through materials), helping get the student back on track (Arnold and Pistilli, 2012[20]).

Similar uses are available for formative assessment systems, which are being increasingly used in contexts where students have high-stakes end-of-year examinations. These systems often go beyond teacher-designed homework in terms of their breadth and comprehensiveness of coverage of key skills and concepts. They are increasingly used by teachers to determine what topics to review with their classes as well as what types of supplemental supports to provide to specific students.
Box 2.1 Formative assessment systems

Formative assessment systems are increasingly used in K-12 education worldwide. The most widely used formative assessment systems, such as NWEA MAP (Finnerty, 2018[21]), present students with traditional multiple-choice items and measure straightforward mathematics and language arts competencies – essentially providing another test to students to complete, but one where their teachers will get useful data linked to competencies that will be seen on future standardised examination. A small number of emerging formative assessment systems assess more complicated constructs and/or embed assessment into more complex activities, such as games (Shute and Kim, 2014[22]).

Data from formative assessment systems can be used with platforms designed to provide lists of supplemental resources for specific skills, concepts, and topics. Especially post-COVID, both local education agencies, and regional and national governments have worked to develop platforms with supplemental learning resources for students and parents. However, right now, these platforms are generally not connected directly to formative assessment systems so the teacher or parent needs to look up the resources for a student struggling with a specific competency.

One concern about formative assessment systems is that time spent using a formative assessment system is time not spent learning – a loss of instructional time. For this reason, there has been a trend towards embedding formative assessment into personalised learning. Several widely-used personalised learning systems, such as MATHia, Mindspark, Reasoning Mind, and ASSISTments, provide teachers with formative assessment data on which competencies the student is missing (Feng and Heffernan, 2006[23]; Khachatryan et al., 2014[24]). This information is distilled from students’ regular learning activity, avoiding a loss of instructional time.

There is also better information available to teachers on what is going on in their classes in real-time, an area discussed in detail by Pierre Dillenbourg (Dillenbourg, 2021[25]). Classroom analytics can provide the teacher with information on a range of aspects of class performance, from individual students’ difficulties with material in real-time to the relative effectiveness of collaboration by different student groups. A teacher cannot watch every student (or every student group) at all times – better data can help them understand where to focus their efforts, and which students would benefit from a conversation right now.

Beyond just providing better data, it is possible to use technology to give students a range of experiences that were not feasible a generation ago. In their chapter, Tony Belpaeme and Fumihide Tanaka (Belpaeme and Tanaka, 2021[26]) discuss the new potentials of having robots interact with students in classrooms.

Using simulations and games in class can enable teachers to demonstrate complex and hard to understand systems to students. They can also allow students to explore and interact with these systems on their own. There seems to be particular educational benefit to the combination of a rich simulation or game experience that enables a student to develop informal, practical understanding, and then a teacher lecture or explanation that helps a student bridge from that informal understanding to more formal, academic conceptual understanding (Asbell-Clarke et al., 2020[27]). Modern technologies also offer new potentials for the use of collaborative learning, with systems that can scaffold effective collaboration strategies (Strauß and Rummel, 2020[28]), and systems that can provide rich experiences to collaborate around, such as interactive tabletops (Martinez Maldonado et al., 2012[29]).

Equity. New educational technologies are typically designed with the goal of improving student and teacher experiences and outcomes. However, the designers of these systems do not always consider how the full spectrum of learners are impacted. Often, systems are designed by members of specific demographic groups (typically higher socio-economic status, not identified as having special needs, and members of racial/ethnic/national majority groups) with members of their own groups in mind (not always intentionally). This can lead to lower educational effectiveness for members of other groups.
For example, Judith Good (2021) discusses how there has been little effort to create educational technologies specifically designed for students with disabilities or special needs. She discusses examples of technologies that could support learners with autism, dysgraphia and visual impairment. The lack of attention to individuals with special needs by the scientific community and by developers of artificially intelligent educational technologies is a major source of inequity and a missed opportunity. Designing policies that facilitate developing systems to support learners with special needs (for instance, by developing approaches that improve access to data on disabilities while protecting student privacy) and the creation of incentives to develop for special needs populations may help to address this inequity.

Another key area of inequity is in support of historically underserved and underrepresented populations, including ethnic/racial minorities and linguistic minorities. Most educational technologies are developed by members of historically well-supported populations. They are often first piloted with members of historically well-supported populations. Testing for effectiveness with historically underrepresented populations often occurs only in later stages of development (or in final large-scale evaluations of efficacy) when it is too late to make major design changes. There is increasing evidence that both educational research design findings and algorithms obtained on majority populations can fail to apply or function more poorly for other populations of learners (Ocumpaugh et al., 2014; Karumbaiah, Ocumpaugh and Baker, 2019).

**New educational technologies and approaches for educational systems**

The benefits of modern educational technology – artificial intelligence and machine learning – goes beyond just supporting teaching and learning. There are a range of other ways that modern educational technology (not always artificially intelligent) benefits students and the schools supporting them in their educational journey. In a sense, this entire area is a focus of Dirk Ifenthaler’s chapter (Ifenthaler, 2021), but specific areas are also emphasised in other chapters.

*Early Warning Systems.* One of the major uses of predictive analytics in education is the creation of early warning systems. These systems, discussed in detail in Alex Bowers’s chapter (Bowers, 2021), attempt to predict in advance which students are at risk of a negative outcome – most frequently dropout and failure to graduate, but sometimes other outcomes such as failing a course as well. These predictions are often augmented with information on why a student is thought to be likely to have this negative outcome, such as poor grades in a specific class or an overly high number of disciplinary incidents.

The same types of data are also used in school-wide reporting systems for tracking student learning or disciplinary incidents. These school- (or district-) level dashboards give school and district leaders a broad picture of school climate and success. In the United States, these systems are increasingly provided to districts by a small number of vendors who combine expertise in ingesting school information system data (often in a disconnected set of different databases) with expertise in creating meaningful dashboards. Through these vendors, this type of artificially intelligent technology is made available for millions of students.

*Reports for Parents.* Many schools, school districts, and other local education agencies provide reports to parents on their students’ progress. Often expanded over time from classic report cards, which simply provided a grade for each subject, these reports now provide a variety of information about learners to parents.

*Admissions and School Allocations.* Admissions and school allocations come down to the same process – determining if a student will be invited to attend a specific school or university – but from different perspectives. Admissions typically involve a decision made by a single school in an environment where students can be admitted to multiple schools; allocations typically involve a single centralised decision-making facility. Either way, algorithms are used to allocate limited resources (school/university placements) in line with institutional values, be they equity or selectivity. This is done in an increasing number of places – from charter school networks in the United States and public high-school systems in France to universities in Hungary.

*Proctoring Systems.* With intermittent (or continual) school closures occurring almost worldwide due to the COVID-19 pandemic, concerns about the security of examinations have emerged – for instance, that students will cheat by having another individual take a test for them, or that students will access unauthorised resources while taking a test. This has led to an explosion in proctoring systems where students will (for example) show a picture ID at the beginning of the test and keep their webcam on while taking it, and a proctor will watch a group of students’
webcam feeds. Some proctoring systems also monitor other activity on students’ computers during the duration of the test and what is going on in the room where students take the test, in many cases using artificial intelligence to supplement human proctors.

**Box 2.2 Reports for parents**

Increasingly, parents are provided with reports on their children’s learning and activity in school. These reports for parents vary considerably in what information is provided. There is considerable variation in what data are provided to parents. Reports can range from very macro-scale reports (a student is at risk of dropping out of school or failing a course) to meso-scale reports (a student has 7 absences or is getting a C in mathematics) to micro-scale reports (the student answered “D” on problem 6, and here’s why it was wrong).

These reports are provided in a variety of fashions. Many schools, school districts, and local education agencies still provide information to parents via physical letters. Text messages and phone calls are also used, particularly for warnings or reminders of various sorts. Some learning platforms and learning management systems provide web-based portals that parents can log into and look through. These platforms tend to provide relatively more data. For example, the ASSISTments platform (Broderick et al., 2011[35]) provides parents with data on which items the student has recently worked on, what their performance was, and what the correct answers were. The Edgenuity platform provides parents with data on how many minutes their student worked on each subject, and how much the student is behind pace or ahead of pace for the semester.

Though there is general agreement that providing data to parents is beneficial, there is debate as to how much parents look at the reports and data they have access to (Broderick et al., 2011[35]), and there has been research into developing reports that parents are more likely to use. When effectively designed, data reports can have positive impacts on parental engagement and student outcomes (Bergman and Chan, 2017[36]; Kraft and Monti-Nussbaum, 2017[37]).

Advances in Credentialing. Recent advances in computational technologies have led to advances in credentialing. Perhaps the most noteworthy advance in credentialing is the use in blockchain in education, discussed in Natalie Smolenski’s chapter (Smolenski, 2021[38]). Blockchain offers a secure way to reduce credential fraud and streamline credential validation.

Recent major shifts in credentialing coming from the supply side (the availability of new credentials) make these new advances even more relevant. Increasing numbers of organisations offer certificates, such as the technical certificates available from Cisco, Microsoft, or CompTIA. In addition, massive online open course providers offer online courses and certificates developed in partnership with a range of universities. The ecosystem of massive online open course providers includes both large, international providers such as edX, Coursera, and FutureLearn, which partner with a range of universities worldwide to offer large numbers of courses. The ecosystem also includes a range of regional, national, or more specialised providers. This creates new use cases for credentials through blockchain.

**Customer Relationship Management Systems.** Customer relationship management systems, which originated outside of education, and were originally used for the purpose of sales, are now used in educational systems management as well. These systems track individuals’ interactions with an educational institution over time – who they interacted with, and how they interacted. Some online universities and programmes integrate these systems with early warning systems to track how an at-risk student is supported. At universities where academic advisors regularly contact students, such as Southern New Hampshire University and Liberty University, an academic advisor might look to such a system to get a weekly update of the student’s progress, look at past interactions between that student and their instructors or other academic advisors, and then track their own interaction with the student after calling them on the phone.
Resource Allocation and Planning. An increasing number of school districts and local education agencies now use algorithmic systems for estimating their future needs for equipment, staffing, and other resources. Systems of this nature are also used, often with support from consulting firms, to determine how resources such as government funding can be applied for and/or leveraged at the right time to fill future resource gaps.

Future potentials

Artificial intelligence has emerged as a powerful tool for improving education in recent years. The use of these technologies has expanded, albeit at different paces and in different ways for different technologies. Some technologies have expanded in use quickly, such as the explosion of early warning systems in the United States over the last few years, and some have expanded gradually, such as the slow and sometimes back-and-forth expansion of use of personalised learning technologies, class by class. Some technologies, particularly for studying classroom interaction and supporting classroom orchestration, have been slow to emerge from research classrooms and need greater support for the development of technology (and better ways to secure privacy) that enable their greater emergence.

This book discusses the many different applications and uses that have emerged for artificial intelligence in education. The text discusses them almost in isolation from each other – as separate and separable emerging trends. There is a reason for this: though they emerge from the same types of technology, they largely have been separate trends. They have emerged one by one, brought about by different stakeholders, with different goals, sometimes even in opposition to each other. For instance, the various forms of personalised learning technology have often competed with each other for sales and uptake, rather than trying to find ways to work in concert.

The result is a fragmented learning ecosystem. A school may use several different artificially intelligent technologies, but not together. A student may even use five or six different technologies within a single class, within the course of a semester. There are major costs to this lack of integration – multiple different learning technologies may each discover something about the student that the teacher already knows. Developing integration between AIED learning technologies, as called for in Baker (2019[39]), may reduce inefficiency and improve students’ learning experiences.

Going further, if we can develop an ecosystem where various artificially intelligent technologies coordinate between each other and communicate information to teachers and other stakeholders, we can substantially improve student outcomes. Prediction of whether a student is at risk of dropping out will be facilitated through continual data on student use of personalised learning systems. Integrating formative assessments with classroom orchestration technologies will facilitate measurement of 21st-century skills while empowering teachers with real-time information on how they are developing. The possibilities are combinatorial – almost every possible pair of the technologies discussed in this chapter creates new opportunities when they are integrated together. There is the potential for the school of the future to move towards an integrated learning experience for students, where data is combined not just across learning platforms, but across every aspect of the learning experience. In this situation, teachers of different classes could coordinate to support each student’s development of 21st-century skills, working in tandem with a variety of learning platforms to create an integrated, unified learning experience. A student struggling with seeking help, for instance, could be encouraged to do so (appropriately) in group activities within a personalised learning platform used by homework, and by an educational robot. Teachers could collaboratively review an integrated dashboard to understand the student’s progress and its implications for his/her risk of dropping out of high school. The student’s success at building this 21st-century skill could be assessed both formatively and summatively by assessment systems. Such a vision requires solving several challenges – perhaps the first is using policy to develop incentives to encourage the developers of these disparate systems to work together. Ultimately, the success of such a vision also requires the re-shaping of several systems – platform design, school practices, teacher professional development – to accommodate the opportunities that the new technology brings.

One driving force behind integrating information across technologies may be the increasing interest among teachers in high-quality data and reporting on student performance and progress. This trend was already building prior to 2020 but has amplified with the shift to home learning during the COVID-19 pandemic. Dashboards containing information on what students struggle with are already available for some advanced learning platforms, but are nowhere near universally deployed and available. This type of information becomes more essential to
Artificial intelligence in education: Bringing it all together

Teachers when they cannot interact with students in person. As the demand for this type of functionality goes up, it creates opportunities to connect data sources and provide better information to teachers. It also creates a need for policy that increases support for teacher professional development in data-driven decision-making. Dashboards have generally been more widely-used by teachers with higher levels of data literacy. Fully capitalising on this opportunity will require improvements in the design of dashboards so that they are easier to understand by non-expert users, but also better support for teacher professional learning (both pre-service and in-service) in data literacy and learning to use data dashboards as part of instructional practice.

This shift matches broader shifts in the field’s thinking on the uses of artificial intelligence and education as the technologies have matured. It is often hard to see how thinking has changed; the idea that AIED will completely replace teachers seems obviously wrong to most researchers and practitioners working in the field, and it can be difficult to believe that this view was once dominant. To illustrate, research on the design of teacher dashboards for AIED systems was rare as recently as 15 years ago (see Feng and Heffernan (2006[23])). This has been part of a broader shift from considering AIED systems as something a student uses to part of a broader ecosystem that also involves teachers, school leaders, and parents. Take, for example, the five visions for the future of artificially intelligent learning systems given 25 years ago by Shute and Psotka (1996[40]). Each of these five visions involved compelling, rich learning experiences. None of them involved teachers or parents (except as someone to say hello to on the way to a virtual reality cubicle). Increasingly, the field is aware that it does not have to choose between AI and humans as teachers; they can work together.

The next 20 years of changes to educational practice will be shaped in no small part by the greater uptake of artificial intelligence. For this shift to achieve its full potential, it will need to be driven not just by technology and research but in full partnership with teachers, school leaders, and the learners themselves. Putting the right policies in place can create a future for vision that matches – that exceeds – this book’s optimistic vision (OECD, 2021[41]).
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Personalisation of learning: Towards hybrid human-AI learning technologies
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This chapter outlines the research and development of personalised learning in research labs and schools across OECD countries. The state of the art of personalised learning is described using a model of 6 levels of automation of personalised learning that articulates the roles of AI, teachers and learners. This describes how hybrid human-AI solutions combine the strengths of human and artificial intelligence to accomplish personalised learning. Existing learning technologies have a strong focus on diagnosing students' knowledge and adjusting feedback, tasks and/or the curriculum. Developmental frontiers lie in taking into account a broader range of learner characteristics such as self-regulation, motivation and emotion.

Introduction

There are multiple scenarios in which artificial intelligence (AI) can improve teaching and learning. A dialogue between researchers, entrepreneurs, policymakers and education professionals can make the most promising hybrid human-AI solutions available to the educational sector. This chapter will focus on how those solutions apply to the personalisation of learning. Personalised learning using technology refers to the trend in which education is increasingly adjusted to the needs of the individual learner (Aleven et al., 2016[11]). The underlying assumption is that each learner’s talent can be optimised when the learning environment is adapted to the learner’s needs (Corno, 2008[22]). Traditionally, in classrooms, all students follow the same curriculum, receive the same instruction, do the same tasks and largely receive similar feedback. This "industrial" model of education has been criticised widely (Robinson, 2010[3]) and technological developments have been proposed to support transformations towards more personalisation. However, even with the wide availability of learning technologies that can be adjusted based on a learner’s need, such as Computer Assisted Instruction (CAI), Adaptive Learning Technologies (ALT), Intelligent Tutor Systems (ITS) and Educational Games, the uptake in schools has been slow (Tondeur et al., 2013[4]).

However, three recent developments have moved education systems closer to personalised learning over the last five years. First, the availability of one device per student in many contexts now allows the continuous use of technology in classrooms and further integration of technology into day-to-day school practices. Second, the power of data to support learning has become more articulated in the developing field of Learning Analytics (LA). Highlighting that data is not only useful within learning technologies, but also valuable when given directly to teachers and learners. Third, learning technologies that include Learning Analytics and Artificial Intelligence (AI) techniques have started to be used at scale in schools.
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The current generation of learning technologies for personalisation mostly adapt to learners based on predictions of learner domain knowledge (Aleven et al., 2016[1]). Typically, these technologies adjust topics to study, problems to work on or feedback to answers given (Vanlehn, 2006[5]). However, in addition to personalisation based on predictions of learners’ knowledge, a number of other learner characteristics such as emotion, motivation, metacognition and self-regulation can be used as input to attune to the individual learners’ needs (Winne and Baker, 2013[6]) (D’Mello, 2021[7]).

In order to develop our thinking about the potential of learning analytics and AI in personalising and enriching education, this chapter applies 6 levels of automation defined by the car industry to the field of education. In this model, the transition of control between teacher and technology is articulated to build on the combined strength of human and artificial intelligence. This aligns with the hybrid intelligence perspective that emphasises the importance of human-AI interaction (Kamar, 2016[8]). The model positions the current state of the art with respect to personalisation of learning and supports the discussion of future AI and education scenarios. This is critical to envisioning future developments and articulating different levels of personalisation of learning with accompanying roles for AI, teachers and learners.

The chapter starts with an overview of the levels of automation of personalised learning. Based on this model, state-of-the-art personalisation of learning as developed in research labs across OECD countries is described. Next, real world use of learning technologies in schools is outlined with reference to cases of learning technologies used at scale in schools. Finally, the frontiers of personalisation of learning are discussed. In particular, applications using multiple data streams offer new ways to detect and diagnose this broader range of learner characteristics used at scale in schools. Finally, the frontiers of personalisation of learning are discussed. In particular, applications using multiple data streams offer new ways to detect and diagnose this broader range of learner characteristics used at scale in schools. Technologies that fit in traditional school organisation models and uphold teachers’ agency are implemented more often in schools. To accomplish broader deployment of state-of-the-art technology this chapter concludes with three recommendations for policy makers: i) govern ethics by design, transparency and data; ii) improve learning technologies with public-private partnerships; and iii) engage teachers and education professionals in these transitions.

Hybrid human-AI systems: specifying the role of teachers and technology

With technologies increasingly gaining more data and intelligence, a new era of Human-AI interaction is emerging (Kamar, 2016[8]). Learning will increasingly be adjusted to individual learner characteristics. Many expect an ongoing trend in personalisation of learning (Holmes et al., 2018[9]). At the same time, there will be an ongoing fusion between human and artificial intelligence (AI) into so-called hybrid human-AI systems across many domains (Harari, 2018[10]). For example, even though self-driving cars are envisioned as eventually taking over driving from humans, currently they only assist human drivers (Awad et al., 2018[11]). Similarly, AI expert-systems support but do not replace doctors in medical decision-making (Topol, 2019[12]). A defining characteristic of a hybrid system is that the boundaries between AI and human decision-making fluctuate. Self-driving cars offload driving to the AI, but in situations that are too complex for the AI to navigate, control is transferred back to the human driver.

In order to distinguish the capabilities of self-driving cars needed for full automation, the Society of Automotive Engineers (SAE) (2016) has articulated 6 levels of automation of self-driving cars (Figure 3.1). These levels are based on earlier work that discusses different degrees of automation and consequences for human roles across different settings (Parasuraman, Sheridan and Wickens, 2000[13]). The 6 levels of automation highlight different stages in development towards an autonomous driving vehicle. At each level there is a further transition of control from the human driver to the self-driving technology. Moving up the levels, human control is reduced and the role of self-driving technology is increased until fully autonomous driving is achieved under all conditions. It is important to note that full automation may never be appropriate for particular domains such as education and medicine.

In the first three levels the human driver is in control, whereas in the last three levels control switches to the self-driving technology. In assisted driving (level 1), the self-driving technology provides supportive information to the driver. In partial automated driving (level 2), the self-driving technology controls driving in specific cases, for example on a highway under good weather conditions, but human drivers monitor the technology at all times. In contrast, in conditional automation (level 3), the self-driving technology takes over control but the driver should...
be ready to resume control at any time. The current state of the art for self-driving cars is between partial and conditional automation. In medicine this is estimated between assisted and partial automation (Topol, 2019[12]). Here, AI often supports medical decision-making, for example expert-systems detect tumours in x-rays, but human doctors still perform the final diagnosis of a patient and select the most appropriate treatment.

Figure 3.1 Six levels of automation towards the self-driving car

To the best of my knowledge, the levels of automation have not yet been translated into the field of education. This model helps to position current state-of-the-art learning technologies and how these are used in schools. The model may help us to understand the gap between state-of-the-art and day-to-day use of technologies in schools from the perspective of human control.

The six levels of automation applied to the field of educational technologies are outlined in Figure 3.2. The lines under the model represent the expectation that increasingly more data streams will be used in the transition towards full automation. These data streams can support more accurate detection and diagnosis of learners and their environment. At the top of the model, the level of human control is visualised across the levels. The hands on the tablet represent the level of teacher control. Full teacher control with two hands on the tablet, partial control with one hand and no hands symbolises no or incidental teacher control. The eyes represent the required level of teacher-monitoring, ranging from full, partial, incidental to no monitoring. The warning triangle indicates the ability of the AI to notify the teacher to resume control at critical moments. How the AI performs its actions using different types of data will be described in the next section.

In level 0 the teacher has full control over the learning environment and learning technologies have no organising function. This was the standard operating practice in most OECD countries until approximately 15 years ago.
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<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher only</td>
<td>Teacher is in full control with the technology providing additional assistance to support the organisation of the learning environment. The technology provides access to learning materials and offers additional information about learners’ activities. The technology does not control any aspects of the learning environment. For example, electronic learning environments and learning management systems that distribute learning materials are a form of teacher assistance. Teacher dashboards that provide teachers with concurrent information about students’ activities, progress and performance are another form of teacher assistance. For example, a dashboard provides an overview of students’ progress which helps teachers determine what instruction is appropriate in the next lesson. An overview of students’ correct and incorrect answers helps teachers determine which students need additional feedback or extended instruction. Other examples are systems that provide teachers with insights into student behaviours to help them judge which students need proactive remediation. To sum up, the functions of learning technology in the teacher assistance level are to support teachers and describe learners’ behaviour. Both control and monitoring are executed by the teacher. This is the current standard in OECD countries where IT solutions are increasingly being used in the classroom.</td>
</tr>
<tr>
<td>Partial automation</td>
<td>Teachers give the technology control over specific organisational tasks. For example, Snappet selects problems adjusted to the needs of individual students or provides feedback on a student’s solution of a maths problem. When teachers allow the technology to take over these tasks, they can spend time on tasks that are beyond the reach of technology, such as providing elaborate feedback or helping students that need additional instruction. In partial automation the functions of learning technology are typified as describe, diagnose, advise and in specific cases enact actions. Hence at this level, teachers control most organisational tasks in the learning environment with a few exceptions where the technology takes over control. Teachers still completely monitor the functioning of the technology in which teacher dashboards often play an important role.</td>
</tr>
<tr>
<td>Conditional automation</td>
<td>Technology requests teacher control.</td>
</tr>
<tr>
<td>High automation</td>
<td>Technology controls most tasks automatically.</td>
</tr>
<tr>
<td>Full automation</td>
<td>Technology controls all tasks automatically.</td>
</tr>
</tbody>
</table>
In level 3 conditional automation, technology takes control over a broader set of tasks in organising the learning environment. Teachers continue to hold a central position in organising the learning environment and they monitor how the technologies function. For example, Cognitive Tutor (see Box 3.2) selects problems and gives feedback on each problem-solving step as students’ progress (Koedinger and Corbett, 2006[18]). The technology takes over both selection of problems and provision of feedback. It is important in this level that the technology recognises under what conditions it functions effectively and when teachers need to resume control. At these critical moments the technology notifies the teacher to take action. For example, when a student is not progressing at the anticipated speed, the technology notifies the teacher to step in (Holstein, McLaren and Aleven (2017[19]). The teacher can then investigate why the student is not making sufficient progress and take remedial action. The functions of the learning technology in conditional automation are to enact a wider range of interventions in the learning environment and notify and advise if human action is needed.

In high automation (level 4), the technology takes full control over organising the learning environment within a specific domain. The technology deals effectively with most anticipated situations within the domain and it successfully addresses diversity among learners within the domain. Teachers do not generally need to be prepared to take over control and monitoring is not required. In specific specialised scenarios the technology reverts control or monitoring to teachers. This level may be reached by autonomous learning systems that are dedicated to supporting individual learners in domains such as maths, science and language learning. For example, MathSpring is an intelligent tutoring system that guides the learner in selecting learning goals and offers personalised instruction, practice opportunities and feedback driving towards the learning goals (Arroyo et al., 2014[20]). Within the scope of the technology the teacher does not execute any control or monitoring tasks. It is important to realise that such highly autonomous learning technologies remain uncommon and still only support a restricted part of a curriculum. The functions of the learning technology in high automation are to steer learners and only in exceptional cases notify other humans to take action.

In level 5 full control, technology copes with learning across domains and situations automatically. The role of the teachers is completely taken over by the technology. For example, Alelo language-learning technology1 that supports second language learning may evolve in that direction. It currently already uses natural language processing which analyses students’ language usage, provides feedback, selects new learning goals and adjusts instruction and practice to improve the students’ language level. These features could constitute the first steps towards fully automated learning. In conditions of full control, the technology would steer all learning of the learner. This level represents the paradigm for many learning solutions developed for the informal consumer learning market outside of the classroom and schools, from language learning through to music education or preparing a driving theory test. An important question is how viable the application of such technologies would be within the context of schools and what this would mean for teachers’ responsibility and justification.

Speculations for the future: the ultimate role of AI

In addition to articulating the roles of teacher and AI, the 6 levels of automation help us to discuss expectations about the ultimate role of AI. It is generally accepted that even for self-driving cars, it is highly unlikely that full automation across all roads and conditions will ever be attained (Shladover, 2018[11]). Restrictions are found at three levels: i) tracking of the environment with sensors, ii) accurate diagnosis of risks and iii) determining appropriate actions. Especially with respect to the last step, research has highlighted the complexity of determining the appropriate action in sensitive situations (Awad et al., 2018[11]). Similarly, when it comes to the role of AI in medical decision-making, it is unlikely that developments will ever surpass the level of conditional automation (Topol, 2019[10]). Still, the ability to process massive sets of data quickly, accurately and inexpensively, plus the ability to detect and diagnose beyond human ability are put forward as a foundation for high-performance medicine.

These elements will also be foundational for high-performance education for similar reasons (see Figure 3.3). Traditionally the dominant template for AI in education has been full automation, that is, one student learning with a smart computer and teachers being replaced by technology (Blikstein, 2018[22]). This template emerged in the 1950s in Skinner’s learning machines (Wingo, 1961[23]) and was further developed in intelligent tutor systems. Research showed that when a student is tutored individually by an expert tutor, learning performance can improve by two standard deviations over the situation where students learn under conventional classroom conditions (Bloom, 1984[24]). This means that 98% of students would perform better receiving one-to-one human tutoring than traditional classroom teaching. This “two sigma problem” has been used as a dominant argument
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for personalisation of learning with learning technologies ever since. Central to this analogy is the assumption that technology has the same ability to understand a learner as a human tutor. Although VanLehn’s re-analysis of Bloom’s data suggests a smaller benefit of human tutors (around 0.75 standard deviation), he also showed that well-developed Intelligent Tutoring Systems can be equally effective as human tutors (VanLEHN, 2011[25]). In specific cases technology does indeed resemble the abilities of good human tutors (VanLEHN, 2011[25]), but this is still limited to confined and specific domains. It is also important to note that the goals of education go well beyond the tutoring of domain knowledge. This raises the question of whether the aim is to optimise technology towards full automation or to optimise human-AI solutions in other levels of automation. Part of the answer lies in our abilities to detect, diagnose and act. Such advancements in personalisation of learning are, like advancements towards self-driving cars, dependent on three critical elements: i) our ability to follow learners and track their environment; ii) our ability to diagnose learners’ current states and anticipate their development; and iii) our ability to consequently determine the most appropriate action to optimise learning. I will now discuss our current ability at each level.

**Figure 3.3 Three challenges for high-performance education with AI**

Source: Illustration - Anne Horvers and Inge Molenaar, Source: Adaptive Learning Lab, https://www.ru.nl/bsi/research/group-pagesadaptive-learning-lab-all

**Detect: follow learners and track their environment**

Our ability to track learners and their environment is improving progressively (Baker and Inventado, 2014[26]; Winne and Baker, 2013[6]). Learners differ widely and these differences are considered meaningful indicators for personalisation of learning (Azevedo and Gašević, D., 2019[27]). Traditionally there has been a strong focus in research on using log data from learning technologies to track learners. Although this is still an important focus in the field of learning personalisation, different data sources are increasingly used to understand important learner characteristics. These multimodal data sources can be conceptualised as physiological, behavioural and contextual data.

*Physiological data* indicate students’ bodily responses during learning. Examples are heart rate (IBI), Electro Dermal Activity (EDA), Blood Volume Pulse (BVP), skin temperature and face capture software to assess learners’ states.

*Behavioural data* detect aspects of students’ behaviour during learning. One important source of behavioural data are log files. These data list the sequences of learner-technology interactions at the millisecond level leaving a trail of activities with learning technologies. Another source of behavioural data are mouse movement and keyboard entries. Eye movements indicate what students look at during learning and can be used to detect allocation of attention, viewing of multimedia sources and reading within learning technologies (Mudrick, Azevedo and Taub, 2019[28]). Wearable eye trackers also assess students’ interaction with physical objects and social interaction during learning. In addition, specific eye-tracking data such as pupil dilation and blinking behaviour have been correlated to cognitive load and affective states.
Contextual data provide more holistic data from the learner’s interactions with the learning technology, humans and resources in the learning environment. Both voice and video recordings hold rich data on how learners interact with their environment. Although these data allow for in-depth analysis of learning processes, they are mostly reliant on researchers’ coding, scoring, annotation, understanding, and interpretation of the data. Progress in AI techniques may radically change this in the near future and first examples are available (Stewart et al., 2019[29]). Finally, self-reporting should not be disregarded as a valid source of data.

To sum up, multimodal data sources can be used to advance tracking of learners and their environment which is a critical step towards further automation.

**Figure 3.4 Multimodal data source to track learners and their environment**

![Multimodal data source](image)

*Source: Illustration - Anne Horvers and Inge Molenaar, Source: Adaptive Learning Lab*

**Diagnosis: assessing learners’ current states**

The next step is to analyse the data in order to diagnose learners’ current states and anticipate future development. Most work has been directed at diagnosing students’ knowledge and the growth thereof during learning. Several models have been developed to assess learners’ knowledge during learning based on students’ problem-solving behaviour and answers to problems (Desmarais and Baker, 2011[30]). A detailed description follows in the next section. Increasingly, work is also being directed at assessing a broader range of learners’ states such as motivation, metacognition, and emotion (Bosch et al., 2015[31]). Most of this work is done in structured domains such as maths and physics in which students give clear answers to well-specifed problems. We also witness a growing development towards domain and context-specific diagnosis.

Advances in specific AI techniques allow the assessment of features that are critical in learning and developmental processes. For example, advances in automated speech recognition allow the ongoing detection of how young students learn to read. Analysis of a child’s verbalisations during reading detected by automated speech recognition allows the extraction of specific features that aid the diagnosis of the child’s reading ability, such as: the letters a child recognises correctly; the speed at which the child decodes words of different lengths; and the type of words that have been automated. Based on these extracted features, the development of a child’s reading ability can be diagnosed accurately over time and can consequently be used to personalise teaching. In addition to speech recognition (text to speech), the first diagnostic reading software using eye-tracking data to diagnose learners’ reading development is also available (Lexplore³).

In a similar vein, the development of writing skills and even motor impairments such as dysgraphia can be diagnosed (Asselborn et al., 2018[32]). Asselborn’s method measures a student’s writing skills using a tablet computer and a digital pen. Important features related to the developmental trajectory of writing are detected when the child learns how to write, such as writing dynamics, pen pressure, and pen tilt. The method can extract as many as 56 features related to a student’s writing skills which can consequently be translated into tutoring for appropriate writing practices. Other examples of domain-specific diagnosis mechanisms are diagnosis of dyslexia based on the type of mistakes a student makes on a specific problem-set (Dytiective⁴), diagnosis of language development (Lingvist⁵) and functional writing skills (Letrus⁶).

To sum up, development of domain-generic and -specific diagnostic tools based on advanced AI techniques helps to further our ability to understand learner states and anticipate future developments. This is an important second step towards more advanced levels of automation in learning technologies.
**Act: select appropriate actions**

The last step is to interpret the diagnoses of learner states and translate them into actions that optimise learning (Shute and Zapata-Rivera, 2012). This translation of diagnosis into meaningful pedagogical actions is arguably the most complex step (Koedinger, Booth and Klahr, 2013[33]). As described by the Knowledge-Learning-Instruction Framework (Koedinger, Corbett and Perfetti, 2012[34]), there are endless possible response patterns and only limited evidence as to which interventions are most effective under particular circumstances. Even though advanced large-scale educational research into effective interventions is now possible within learning technologies, constraints on research funding prevent the field from taking full advantage of these opportunities. Acknowledgement of this complexity has also inspired the development of analytics that provide teachers with additional information to determine viable pedagogical responses. For example, providing teachers with dashboard with concurrent information about their learners activities, correct answers and progress helps teacher to improve feedback practices and learning outcomes (Knoop-van Campen and Molenaar, 2020[35]; Holstein, McLaren and Aleven, 2018[36]). Teacher dashboards have turned out to be an effective intervention in itself and can help to determine effective interventions for execution by learning technologies. The distinction between extracted and embedded analytics is an important step in developing more advanced response patterns that incorporate the pedagogical knowledge and skills of teachers and acknowledge the need to develop more advanced understanding of these relations within research (Wise, 2014[37]).

**Figure 3.5 Three types of interventions in domain independent actions**

When domain-generic adjustments are made within learning technologies they typically enact actions of three types, see Figure 3.5 (Vanlehn, 2006[5]). The first type is the step type, in which feedback is customised to the learner needs within problems. Learners receive elaborated feedback indicating how to proceed correctly within a particular step of a problem-solving task. The second type is the task type, in which the best next task or problem is selected based on a student’s performance. Here students are provided with a problem fitting to their current knowledge base, based on their answers to the previous problem. The third type is the curriculum type, in which the organisation of instructional topics is adjusted to the learner. This entails in-depth selection of topics best suited to the developmental trajectory of students. In contrast, domain-specific adjustments follow a logic that is customised to the domain, such as the reading example described above where adjustments are driven by extensive knowledge about the development of reading.

To conclude, detection and diagnosis are enacted in different pedagogical actions with the learning technology, making adjustments of step, task or curriculum type. As well as direct enactment, there is also the option to feed the diagnosis back to the teacher to determine effective pedagogical interventions. This movement reflects the awareness that evidence-based interventions are essential to make progress towards more advanced automation in the field of education. As indicated above, most work in the field has focused on detection, diagnosis and actions based on students’ knowledge. The next section will discuss the current state of the art in the field.
Personalisation based on students’ knowledge

As personalisation based on learner knowledge and skills is the most dominant approach, I will continue to discuss detection, diagnosis and enactment of personalisation based on learners’ knowledge and skills. Most research has been done on detection from log data, diagnosing students’ knowledge and development of knowledge during learning, and translating this into pedagogical actions. As indicated above, based on the diagnosis of students’ knowledge, adjustments are typically made at the step level, task level or curriculum level.

Adjusting problems at the task level

Historically, adjustments at the task level were made based on the assessment of students’ knowledge prior to learning. For example, drill and practice solutions that are used for remedial purposes, i.e. helping students to overcome particular gaps in their knowledge. Although Computer Assisted Instruction (CAI) programs were found to improve learning by using performance on a formative test to determine a pre-set selection of problems that fit the learner’s knowledge level, these programs lack the flexibility to adjust to changes in learners’ knowledge as they learn (Dede, 1986[38]).

In order to resolve this limitation, research turned to detecting students’ knowledge growth during learning. Technologies detect knowledge growth during learning using log data, such as correctness of answers and response time (Koedinger and Corbett, 2006[18]). This development was inspired by the theoretical assumptions of mastery learning that every student has individual needs with respect to instruction, timing of support and type of support (Bloom, 1984[24]). The first step was to adjust the time allowed to individual students to learn a particular topic (Corbett and Anderson, 1995[39]). The rationale is that before continuing to a new topic, the learner should learn the prerequisite topics. Based on a student’s answers, technologies determine when a learner knows a certain topic well enough to proceed to the next topic. In this way, learning time is personalised for the individual learner to work on a topic long enough to learn it.

In addition to individualising learning time spent on a topic, learning technologies can also adjust each problem to a student’s knowledge. For example, the adaptive learning technology mathgarden estimates a student’s current knowledge to select the most appropriate next mathematical task for that learner (Klinkenberg, Straatemeier and van der Maas, 2011[40]). In this way, not only the time needed to master a topic but also the rate at which a student is learning it are personalised. These learning technologies match problems to a detected student knowledge level. This entails two elements: i) all problems are rated for their difficulty and ii) students’ knowledge is assessed based on their answers to those problems. This allows the technology to follow a matching approach in which it selects problems at the same relative difficulty level for each student. These technologies are currently used at scale in a number of OECD countries (see Box 3.1).

Adjusting feedback at the step level

In addition to adjustment at the task level, a set of technologies makes adjustments at the step level. For example, complicated maths problems are solved in multiple steps. In structured domains such as maths, physics and chemistry, these steps can be related to specific topics they address. Based on this information, algorithms can not only detect students’ current knowledge level, but can also analyse the type of errors students make (Baker, Corbett and Aleven, 2008[41]). Two types of errors are distinguished: i) slips when the student knows the answer but for instance reverses the numbers, and ii) mistakes when the students hold misconceptions that drive incorrect answers. This distinction is important to determine which feedback is appropriate. Based on the type of mistake made, the technology can adjust feedback to the needs of the individual student or suggest problem-solving steps that can resolve the misunderstanding. For example, after finishing the first part of a calculation a student is given feedback on the correctness of the steps taken and the answers given. A number of advanced technologies, often referred to as Intelligent Tutor Systems (ITS), provide personalised feedback to students within a task or a problem (VanLEHN, 2011[25]). These systems investigate a student’s response to the task to provide automated, elaborate feedback at each step the student takes. In this way the systems support the student in problem solving at the step level (see Box 3.2).
Box 3.1 Snappet: An example of Adaptive Learning Technology used at scale in the Netherlands

Detect:
• Students’ answers to problems within a topic and with a certain difficulty level

Diagnose:
• Student knowledge growth during learning with the ELO algorithm
• Predictive analytics on student development over time

Act:
Partial automation:
• Provides direct feedback on student answers (step level)
• Selects problems adjusted to the knowledge of the student (task level)
• Determines when to continue on a next topic based on predictive analytics (curriculum level)

Teacher Assistance:
• Provides real-time teacher dashboards with progress and performance information at class level
• Provides real-time teacher dashboards with an overview of student development and predictive analytics
• Provides students with dashboards with progress information

Figure 3.6 Problems and dashboards in Snappet

Source: Illustration – Snappet (n.d.)

Usage information

Students: Primary education from grade 1 to 6
Subjects: Arithmetic, Mathematics, Dutch Spelling and Grammar, Reading comprehension
Scale: 2800 schools (45% of all primary schools in the Netherlands) and 1000 school in Spain
Effects: improved maths results after 6 months (Faber, Luyten and Visscher, 2017[43]), improved maths and marginally improved spelling after one year (Molenaar and van Campen, 2016[44]), diverse findings over multiple years of implementation (Molenaar, Knoop-van Campen and Hasselman, 2017[45]) in comparison to similar paper-based methods.
Box 3.2 Cognitive tutor, MATHia: an example of widely adopted adaptive learning technology in mathematics (from the United States)

Detect:
- Students’ answers to problems and steps within maths problems

Diagnose:
- Student knowledge growth during learning with the Bayesian Knowledge Tracing algorithm
- Students errors on problems and steps within maths problems

Act:
Conditional automation:
- Provides direct elaborate automated feedback on student’s answers to a problem (step level)
- Reveals next steps based on student’s answers (step level)
- Determines when a student has mastered a topic (curriculum level)

Teacher Assistance:
- Reports to support shifts in pedagogy
- Provides planning reports for teachers and administrators as well as real-time dashboard (LiveLab) for teachers.

Figure 3.7 Problems and dashboards in MATHia

Source: Illustration - Carnegie Learning (n.d.[46])

Usage information

Students: students from grades 6-12
Subjects: Mathematics
Scale: 600k students
Effects: improved learning outcomes in maths (Koedinger and Corbett, 2006[18]; Pane et al., 2010[47]; Pane et al., 2014[48]; Ritter et al., 2007[49]) in comparison to both paper-based and different interventions in ITS.
Adjusting units at the curriculum level

Finally, optimisation at the curriculum level refers to the order in which a student works on different topics. The order is also called the learning pathway. Here the technology aim to build an overview of a learner’s knowledge and skills to further inform future learning decisions (Falmagne et al., 2006[50]). These systems determine the order in which learners can best address a topic within a domain. Different pathways through the topics are interrelated based on the order in which topics are mastered by the students and in this way the order in which a student learns within a domain is personalised. An example of learning technology using this is ALEKS7 which adjusts selections of units for students based on their previous performance.

Another important element that can be adjusted at the curriculum level is when a topic is restudied. The spacing principle indicates that there is an optimal time between learning particular topics. This time can be determined by the rate at which the learner forgets (Pavlik and Anderson, 2005[51]). Modelling this forgetting curve is a way to determine when a learner should repeat a particular topic (Pashler et al., 2007[52]). Especially for word learning this had been an important indicator to improve retention of new vocabulary. An example of such an application in a learning technology is WRTS8 which uses an algorithm to determine the individual forgetting curves for a student when learning new vocabulary for a foreign language. Based on each student’s individual forgetting curve, the system determines the interval at which words are repeated in practice problems. Both examples allow for customised pathways and repetition patterns for each student that would not be possible without the algorithm.

Below, I will discuss how these state-of-the-art technologies can be positioned in the levels of automation model.

Positioning current learning technologies in the levels of the automation model

As shown above, progress is being made in detecting and diagnosing students’ knowledge and skills during learning, which is enacted most often at the task, problem and curriculum level. When we position existing learning technologies in the levels of the automation model, they mostly fall under the first three levels of automation. First, at the level of teacher assistance, technologies assist teachers with teacher dashboards. Second, at the level of partial automation, diagnosis of student knowledge and knowledge growth are used to make adjustments at the step, task or curriculum level. This results in automation of feedback, problem selection and optimisation of the curriculum. When these levels are applied separately this can be considered as examples of partial automation, but combined these solutions move towards conditional automation.

OECD schools are increasingly using technology in class to support the teaching and learning of maths, science and reading. This takes different forms, including the increasing use of computers to look for information, to practise skills in maths, science and reading, etc. (Vincent-Lancrin et al., 2019[54]). A range of adaptive learning technologies (ALT) and Intelligent Tutoring Systems (ITS) have become part of the daily routines in classrooms to personalise learning of foundation skills such as mathematics, grammar and spelling in many primary and secondary schools. Typically, young learners practise language or maths problems on a tablet or computer, while these technologies capture rich data on learners’ performance. The current generation of technologies uses learners’ data to adapt problems to learners’ predicted knowledge levels and at the same time provide additional information on their progress in teachers’ dashboards. This use of technology allows more efficient teaching of foundational skills (Faber, Luyten and Visscher, 2017[43]) and, in principle, frees up time to work on more complex skills such as problem-solving, self-regulation and creativity.

Most Adaptive Learning Technologies (ALT) only adjust at the task level and are therefore examples of partial automation. Intelligent Tutoring Systems (ITS) are an exception which can be considered as examples of conditional automation. These technologies take control over a broader set of elements in organising the learning environment. Most intelligent tutor systems enact adjustments at the task and step level but few solutions take over control at three levels. Moreover, while intelligent tutor systems are successfully applied within structured domains, such as maths and science, few solutions exist for unstructured domains (VanLehn, 2015[55]). Although intelligent tutor systems have been proven to increase learning outcomes and optimise learning (Kulik and Fletcher, 2016[56]), the uptake in schools has been limited (Baker, 2016[57]).
Box 3.3 Mindspark: An example of adaptive learning technology from India

Detect:
- Students take a diagnostic test to assess their knowledge and misconceptions on a topic
- Students answer questions designed to identify the type of misconception where knowledge gaps are detected within a topic

Diagnose:
- Patterns of errors in student responses within a topic
- Assigns targeted remedial instruction based on conceptual bottleneck detected

Act:
Conditional automation:
- Provides diverse instructional materials (questions, interactive games, activities) created specifically to address misconceptions and learning gaps diagnosed (task level)
- Timely and specific feedback when a question is answered incorrectly (step level)
- Determines whether the student can move on to the next difficulty level (task or curriculum level)

Figure 3.8 Personalised remedial activities to learn decimals based on error patterns

Note: Illustration of adaptability based on error patterns: A child could be assigned to the “Decimal Comparison Test”. If she gets most questions in that test correctly, she is assigned to the “Hidden Numbers Game”, a slightly harder exercise. However, if she answers most questions incorrectly, she is assigned a remedial activity depending on her type of misconception. For example, if her errors stem from “Whole Number Thinking” (e.g. believing that 3.27 is greater than 3.3 because she compares the numbers to the right of the decimal point and concludes (incorrectly) that since 27 is greater than 3, 3.27 is greater than 3.3), she will be assigned the “Decimalians Game” designed to address this type of misconception. Developed by the Mindspark team based on research by Kaye Stacey and others, University of Melbourne.

Source: Muralidharan, Singh and Ganimian (2019[53]), Figure D.1

Usage information

Students: students from grades 1 to 10

Subjects: Mathematics, Hindi, English

Effects: after-school programme combining Mindspark and group instruction improved learning outcomes (Muralidharan, Singh and Ganimian, 2019[53]).
In this light, it is important to note two critical aspects for technology uptake by practice. First, teachers often feel that they are being pushed out-of-the-loop by these technologies (Holstein, McLaren and Aleven, 2019[58]) which may explain their limited take-up in practice (Baker, 2016[57]). An important step towards broader acceptance of these technologies would be to effectively address the limits of their functioning. Although dashboard functions have been developed in these systems for longer, there has been little research into how to make these dashboards useful for teachers. Only recently have dashboards been developed that aim to include teachers in the loop (Feng and Heffernan, 2005[59]; Holstein, McLaren and Aleven, 2017[19]). Although these developments are still in an early stage, first evidence shows this powerful new direct to include teachers in the loop (Knoop-van Campen and Molenaar, 2020[35])

Second, it is important to note that learning in most schools is organised around groups, and technologies directed at individuals do not fit easily into this context. Moreover, there are strong theoretical indications that learning is a social process in which students learn together. For this reason, solutions are developed that combine personalisation at the individual and class levels. In these contexts, personalisation of learning at the individual level is integrated into a class-paced curriculum. Technologies that are configured in this way can be implemented within the current context of schools without demanding extensive reorganisation. Uptake of these technologies may be easier than the uptake of solely individual-paced technologies.

**Personalisation of learning based on self-regulated learning**

In addition to personalisation based on student knowledge, there are a wide range of learner characteristics that could support more advanced forms of personalisation. Although these developments are still in progress, the first prototypes are being tested in labs across the OECD countries.

In the past few years, developments have shifted the focus to other learner characteristics beyond learner knowledge and skills, such as the ability to self-regulate learning, to apply metacognitive skills, to control and monitor learning activities, to motivate oneself to put in enough effort to learn and to regulate emotional responses. These are all considered potential input for personalisation (Bannert et al., 2017[60]; Järvelä and Bannert, 2019[61]). This wider focus on learner characteristics and behaviour during learning forms a natural fit with the central role of data to understanding learners (Azevedo and Gašević, D., 2019[27]). This move towards viewing the whole learner is based on research indicating that self-regulated learning (SRL), motivation and emotion play an important role during learning (Azevedo, 2009[62]).

Self-regulated learning theory defines learning as a goal-oriented process, in which students make conscious choices as they work towards learning goals, solve problems, reason about data and so forth across topics, domains, and contexts (Winne, 2017[63]; Winne and Hadwin, 1998[64]). Self-regulating learners use cognitive processes (read, practise, elaborate) to study a topic, and they use metacognitive processes (e.g. orientation, planning, goal-setting, monitoring and evaluation) to actively monitor and control their learning, reasoning, problem-solving processes and affective states (e.g. boredom, confusion, frustration) and to further motivate (e.g. increase task value and interest) themselves to engage in an appropriate level of effort (Greene and Azevedo, 2010[65]).

The relevance of supporting self-regulated learning is twofold. First, self-regulated learning skills are deemed essential for humans in the upcoming decades. Human intelligence will increasingly be augmented by artificial intelligence. Human agency is needed to take a leading role in these transitions and regulation skills are critical in these contexts where automation and robotisation of the economy increases (OECD, 2019[66]). Coupled with this shift, human intellectual capacity for solving society’s most challenging problems will be in high demand (Luckin, 2017[67]). These human skills and competencies that AI cannot easily replicate will be necessary to succeed in a rapidly changing world (World Economic Forum, 2018[68]). The ability to self-regulate, that is, take initiative, set goals, and monitor self and others, is at the heart of these human skills and competences. Learners who can self-regulate learn more effectively and develop more elaborate mental structures to support the application of their knowledge in diverse situations (Paans et al., 2018[69]). Second, self-regulated learning skills are needed for effective lifelong learning (at school and in the workplace) to equip learners with agency, the feeling that one controls one’s own life and to provide a means to adapt and regulate behaviour in challenging situations throughout life (e.g. family, hobbies, and work).
Including self-regulated learning in approaches to personalise education could therefore benefit both current and future learning (Molenaar, Horvers and Baker, 2019). Yet, where researchers and developers have developed successful ways to measure students’ knowledge during learning, the first hurdle to personalisation based on a broader range of learner characteristics has been found to lie in the measurement of self-regulated learning during learning. There has been a growing interest in capturing self-regulated learning processes with multimodal data which may offer unobtrusive and scalable measurement solutions. The different data streams introduced above are used in research to improve measurement but have only been used to a limited extent to support interventions. For example, Wayang Outpost uses students’ affective states to adjust feedback to increase their motivation (Arroyo et al., 2014) and AtGentive (Molenaar, Van Boxtel and Sleegers, 2011) provides metacognitive scaffolds to learners based on their progress. MetaTutor students receive prompts from a strategy agent to set goals based on their navigation behaviour (Harley et al., 2015). This measurement issue is discussed by D’Mello (D’Mello, 2021) in the case of “learning engagement”.

To illustrate this development, Figure 3.9 outlines an intervention that uses log data to detect self-regulated learning processes during learning based on data from an Adaptive Learning Technology used at scale. The moment-by-moment learning algorithm was developed to visualise the probability that a learner has learned a specific skill on a particular problem (Baker et al., 2013). These visualisations show how much the learner is likely to have learned at each problem-solving opportunity, which is a representation of the learner’s progress over time. Baker, Goldstein and Heffernan (2011) found that spikiness in the graph showing the probability that a learner has just learned something at a specific moment was associated with sustained learning gain during their experiment. Moreover, the different visual patterns of the probability that the learner has just learned, the moment-by-moment curves, were related to different learning outcomes: for example an immediate peak was related to post-test results (Baker et al., 2013).

These visual patterns also reflect learners’ regulation (Molenaar, Horvers and Baker, 2019). As such they provide insight into how learners regulate their accuracy and learning over time while learning with adaptive learning technologies (Molenaar, Horvers and Baker, 2019). Personalised dashboards for students were developed based on this to provide feedback to learners. In this way, the role of learner-facing dashboards from discussing what learners learned to also incorporating how learners learned. Results of the study indicated that learners receiving dashboards improved regulation during learning, reached higher learning outcomes and achieved higher monitoring accuracy (Molenaar et al., 2020). Overall, these findings indicate that the personalised dashboards did positively affect learners during learning.

This case (Figure 3.9) illustrates how widening the indicators that are tracked and increasing the scope of diagnosis can further the personalisation of learning and advance our ability to accurately understand a learner’s current state and improve the prediction of future development. This supports better approaches towards the personalisation of learning that incorporate more diverse learner characteristics and a better understanding of the learner’s environment.

**Figure 3.9 The Moment-by-Moment Learning Algorithm**

Personalisation based on Self-Regulated Learning

Source: Illustrations - Inge Molenaar/Adaptive Learning Lab
Challenges for the future of personalisation of learning

I started this chapter by presenting the 6 levels of the automation of personalised learning model to position the role of AI in education and to elicit a discussion about the envisioned level of automation for AI in education. Full automation may not be the optimal level of automation for AI and education in formal schooling settings. Hybrid systems in which human and artificial intelligence reinforce each other are put forward as new direction in these contexts. Notwithstanding the rapid influx of educational technologies used at scale, state-of-the-art technologies for advanced personalisation of learning are not often extensively used in schools. There still is a divide between learning technologies used at scale in schools and state-of-the-art technologies available in research labs. Most technologies used at scale are at the level of teacher assistance (digital materials) and partial automation. Even in state-of-the-art technologies, the major focus is on personalising based on students’ knowledge. A focus on the whole student taking into account broader learner characteristics such as self-regulation, emotion and motivation could further enhance personalisation. In this quest multiple data streams offer new opportunities to detect and diagnose these diverse learner characteristics.

The development towards more advanced forms of personalisation is complex and requires international research and development (R&D) collaboration to ensure progress. Orchestration at the governmental level is needed to facilitate these technological innovations. In order to accomplish wider deployment of state-of-the-art technology this chapter concludes with three recommendations for policy makers: i) govern ethics by design, transparency and data protection; ii) improve learning technologies with public-private partnerships; and iii) actively engage teachers and education professionals in these transitions.

Recommendation 1. Govern ethics by design, transparency and data protection

Although this chapter does not aim to discuss the ethical issues related to AI in education, it is important that governments ensure that developments in AI and personalisation of learning continue to support the common good (Sharon, 2018[77]). Education is a basic human right and governments should take the necessary measures to safeguard access to open and unbiased educational opportunities for all (UNESCO, 2019[78]). Within the realm of above described developments, this requires in-depth reflection on the data infrastructure, data governance and legal framework needed to safeguard these basic human rights as well as learners’ privacy, security and well-being. Governments should develop comprehensive data protection laws plus regulatory frameworks to guarantee ethical, non-discriminatory, equitable, transparent and auditable use and re-use of learners’ data (UNESCO, 2019[78]). It is important to ensure that educational professionals responsibly use technologies, especially the data used for detection and algorithms used for diagnosis. Research plays a vital role in pre-forming critical analysis of AI solutions to ensure transparency in the sector.

Recommendation 2. Improving learning technologies with public-private partnerships

As indicated above, there still is a divide between the state of the art in research labs and the daily use of technologies in schools. Despite the sharp increase in use of technologies in classrooms over the last 10 years (Vincent-Lancrin et al., 2019[54]), there are no examples in which the full potential of learning technologies for personalisation of learning is being applied in schools. There are no advanced educational technology solutions that incorporate the three levels of adjustment (task, step and curriculum) and broad learner characteristics. Governments can encourage developments by coordinating public-private partnerships between research institutes and EdTech companies. Across sectors, large quantities of data combined with machine learning cause transformations and disrupt markets (Bughin et al., 2018[79]). Large datasets are required to realise evidence-based applications of machine learning in education. Partnerships between those that collect data with technologies used at scale (mostly private companies and public educational authorities), those who have the expertise to make the field progress (mostly researchers in universities and companies), and those who shape education (mostly teachers and educational leadership in schools) are crucial to ensure further personalisation of learning. Collaborations within this “golden triangle” (Cukurova, Luckin and Clark-Wilson, 2018[80]) have the potential to fast-forward personalisation of learning and, consequently, advance on the levels of automation in education. Good examples of such partnerships are the EDUCATE project of the University College London[9] and the Simon Initiative of Carnegie Mellon University[10].
Recommendation 3. Engaging teachers and education professionals in R&D

The 6 levels of automation model can also help teachers and education professionals to understand the role of AI in education. Traditional uptake of technologies has been low and resistance to full automation has been high (Tondeur et al., 2013[4]). Imagine if you were to step into a fully automated car tomorrow: How long would you continue to monitor or even control the cars functioning? Gradual transition through the levels of automation supports teachers’ trust in AI and helps develop evidence for its effectiveness. Research shows that when teachers experience “teacher assistance” in level 1, this supports teacher empowerment and articulation of more advanced future education scenarios (Molenaar and Knoop-van Campen, 2019[16]). Teachers are responsible for their students’ well-being; technologies should allow teachers to fulfil that responsibility. Interactive dialogues discussing the role of data, learning analytics and AI in education will help us achieve innovations beyond our current perception and truly learn how to grasp the endless possibilities AI offers education.

Notes
5. https://lingvist.com/
7. https://www.aleks.com/
8. https://wrts.nl/
10. https://www.cmu.edu/simon/
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Improving student engagement in and with digital learning technologies

Sidney K. D’Mello
University of Colorado Boulder, United States

Engagement is critical to learning, but it has proved challenging to promote both meaningful engagement and deep learning. Can digital learning technologies help? This chapter provides a broad overview of some promising paths to measure students’ level of engagement during learning with digital technologies and how these technologies can be designed to improve engagement on the onset of learning or when disengagement sets in. It discusses why engagement matters for learning, how to measure engagement with digital learning technologies, and presents different types of approaches in using data and technology to improve students’ engagement and learning.

Introduction

Improving sustained student engagement in learning has become a key objective of education for at least two reasons: (1) engagement is a pre-requisite to meaningful learning; and (2) maintaining engagement involves cognitive and socio-emotional skills that are learning objectives in themselves. Progress in digital technologies, including sensors, advanced data analytics techniques, and innovative digital learning experiences are opening new avenues for measurement, theory development, and design of pedagogical interventions that can help students stay engaged in their learning activities.

Over the last two decades, researchers and developers have made considerable progress in designing learning technologies to promote both engagement and learning. The aim of this chapter is to provide a broad overview of this emerging area and discuss some promising paths for the next decade or so. It will mainly focus on digital learning environments rather than traditional classroom settings, even though some of the developed technologies may soon be adapted for the classroom. At this stage, most of the digital learning technologies that have been developed to measure and promote sustained engagement have been tested in the context of research labs, but studies in real-world settings are gradually increasing. Thus far, results have been mixed, which is par for the course in such a nascent area.

Engagement is an easy concept to comprehend, but difficult to define. Therefore, after emphasising the importance of engagement for learning, the chapter discusses the challenges of scientifically defining engagement. Next, it provides an overview of current approaches to measuring engagement and then discusses how digital technologies and advances in computing methods and technologies afford rapid improvements in measuring it. With definition and measurement issues in place, the paper then shows different ways in which learning technologies
have attempted to improve engagement and learning through proactive strategies and reactive interactions. These approaches, illustrated by examples and case studies, will give some ideas of what could soon become possible if not already widely used in digital learning environments. The paper concludes with a discussion of important next steps for this research programme and how it could transform education practice in the future.

The importance of engagement

The importance of engagement to learning has been recognised and investigated for decades. The research broadly supports the following general conclusion: a student who is engaged is primed to learn; a student who is disengaged is not. In particular, boredom, which is somewhat the antithesis of engagement, is not merely an unpleasant feeling. Boredom is associated with difficulties in maintaining attention (Danckert and Merrifield, 2018[14]; Eastwood et al., 2012[15]; Hunter and Eastwood, 2018[16]) and is consistently negatively correlated with learning outcomes (Pekrun et al., 2014[17]; Putwain et al., 2018[18]). For example, a recent meta-analysis on 29 studies (N = 19 052 students) found an overall significant negative effect \( r = -.24 \) of boredom on academic outcomes (Tze, Daniels and Klassen, 2016[19]). It is of course not necessary, and even unrealistic, to expect a student to be engaged 100% of the time; some amount of disengagement is likely to always occur and should not be problematic in small doses. However, sustained disengagement is associated with a host of negative outcomes including lower levels of achievement, lower self-efficacy, diminished interest in educational activities, partaking in high-risk behaviours, and most importantly, increased attrition and dropout from school (Baker et al., 2010[20]; Csikszentmihalyi, 1975[21]; Daniels et al., 2009[22]; Farrell et al., 1988[23]; Finn and Voelkl, 1993[24]; Griffiths et al., 2012[25]; Mann and Robinson, 2009[26]; Patrick, Skinner and Connell, 1993[27]; Pekrun et al., 2010[28]; Perkins and Hill, 1989[29]; Wasson, 1981[30]). Put in a more positive light, being engaged in school is associated with several beneficial outcomes beyond academic achievement itself.

Much of the research on engagement has focused on traditional learning which occurs in the classroom and school settings. The Handbook of Research on Student Engagement (Christenson, Reschly and Wylie, 2012[31]) provides a detailed exposition of a range of issues pertaining to engagement in these learning contexts. However, with the advent of mobile devices, the Internet, and social media, much of learning occurs via digital media. This poses a challenge since it is particularly difficult to engage students when they interact with digital learning technologies, often in isolation. For example, Massive Open Online Courses (MOOCs) have achieved impressive outreach by opening up content to millions of learners worldwide. Yet, traditional MOOCs (xMOOCs), which mainly consist of watching videos, completing auto-graded assessments, and maybe participating in online discussions, have major problems with engagement and dropout (Yang et al., 2013[32]). Whereas a gifted human teacher or an expert tutor can design collaborative activities to increase engagement and can adapt the lesson when engagement appears to be waning, it is difficult for digital learning technologies to promote and sustain meaningful engagement for all learners. Even when a learning technology is successful at initially capturing students’ attention, they have little recourse when novelty fades, the student gets stuck, or boredom eventually sets in.

Designing digital learning experiences that promote both engagement and deep conceptual learning is a challenging task because it requires bridging the gap between learning and liking, which are often at odds. Herein lies the conundrum. On one hand, it is very easy to entertain students via puzzles, games, comics, and other “edutainment” gimmicks. Undoubtedly, students find these experiences to be very engaging, but it is unclear if they learn anything meaningful, especially at deeper levels of comprehension (Charsky, 2010[33]; Papert, 1998[34]). Further, approaches to increase interest by manipulating the learning materials (e.g. cover stories, very realistic images) can actually harm learning, presumably by detracting attention and cognitive resources away from the learning content (Rey, 2012[35]). On the other hand, several decades of research into the cognitive science of learning has yielded principles of effective learning (e.g. Bransford, Brown and Cocking, 2000[36]; Karpicke and Blunt, 2011[37]; Roediger and Karpicke, 2006[38]) which can be implemented in learning technologies, such as intelligent tutoring systems (ITSs). However, despite the widely-documented learning benefits of intelligent tutoring systems (e.g. Steenbergen-Hu and Cooper, 2014[39]) and other technologies that implement deep learning principles (McNamara et al., 2006[40]), students find interacting with these technologies to be quite tedious (see Baker et al., 2010[41]; Craig et al., 2008[42]; but also see Rodrigo and Baker, 2011[43]) for an exception where intelligent tutoring systems were found to be more engaging than games. The central issue is that learning is hard because it takes considerable effort and practice to attain mastery (Ericsson, Krampe and Tesch-Römer, 1993[44]). It requires delaying gratification because it is much more rewarding (in the short term) to disengage from learning and engage in something more immediately rewarding, such as social media (Duckworth et al., 2019[45]). Of course, disengagement comes at a hefty price in the future as noted above.
Defining engagement

Unlike physical entities, such as temperature and mass, engagement in a conceptual entity (called a construct) that must be operationally (scientifically) defined. Consider, for example, four hypothetical middle-school students in a maths course.

- Keisha attends her maths class each day, listens attentively, asks good questions, and completes her homework. If asked, she will say that maths is her least favourite subject, but she recognises that it is important for her future.

- James frequently misses his maths class, tries to listen diligently when he does attend, but frequently catches himself zoning out. He completes about 50% of his maths homework and is ambivalent about maths and school in general.

- Rafael attends every maths class, sits silently, never speaks, takes detailed notes, and always completes his homework. He enjoys maths but is really passionate about science since he wants to become a biologist.

- Marcus is passionate about maths and plays maths games in his spare time. He attends every class but finds the material to be too easy, so he frequently gets bored, and attempts to find errors in what his teacher is saying as a way of passing the time. He tries to complete his maths homework every night but finds it too tedious and repetitive so he posts on social media instead.

Which of these students is engaged and which are not? Would a dictionary definition help? The Merriam-Webster dictionary defines engaged/engagement as “involved in activity”, “greatly interested” and “emotional involvement or commitment.” However, as Eccles and Wang (2012) note, these generic, definitions make the construct more accessible for policy makers and the educated lay person, but less useful for scientific research where precise definitions are of greater value, especially when it comes to elucidating cause and effect relationships.

Unfortunately, a scientific definition of engagement remains elusive. Reschly and Christenson (2012) note that the term engagement has been used to describe diverse behaviours, thoughts, perceptions, feelings, and attitudes, and at the same time, diverse terms have been used to refer to similar constructs. Engagement has been considered to be a broad and complex construct pertaining to diverse aspects of the educational experience (e.g. showing up, completing homework, feelings of belonging, getting a good time) and across multiple time scales (e.g. momentary periods of interest, stable dispositions such as general disengagement with school, and life-altering outcomes like dropping out of school). Thus, it may be more fruitful to study specific aspects of this complex construct rather than striving for an all-encompassing, but overly generic definition.

Researchers generally agree that engagement is a multidimensional construct, although the number and nature of the dimensions are unclear (Figure 4.1). Fredricks, Blumenfeld and Paris (2004) proposed three components of engagement in a highly influential article. Emotional engagement encompasses feelings and attitudes about the learning task or learning context, such as feelings of interest towards a particular subject, teacher (Renninger and Bachrach, 2015), or general satisfaction with school. Behavioural engagement broadly refers to learners’ participation in learning, including effort, persistence, and concentration. Cognitive engagement pertains to learners’ investment in the learning task, such as how they allocate effort towards learning, and their understanding and mastery of the material.

Reeve and Tseng (2011) recently suggested a fourth dimension: agentic engagement, characterised by learners proactively contributing to the learning process. Alternatively, Pekrun and Linnenbrink-Garcia (2012) proposed a five-component model that includes cognitive (e.g. attention and memory processes), motivational (e.g. intrinsic and extrinsic motivation), behavioural (e.g. effort and persistence), social-behavioural (e.g. participating with peers), and cognitive-behavioural (e.g. strategy use and self-regulation) aspects of engagement.

In addition to the components of engagement, the time course and the influence of contextual factors are also quite important. With respect to the time course, a fleeting interest in a topic that engages a student for a few minutes or a few hours is different from a student who sustains that engagement over months and years (Hidi and Renninger, 2006). It is also widely acknowledged that the context in which an activity is situated has a major impact on the resultant patterns of engagement. Engagement is not an intrinsic property of individuals but emerges from interactions between individuals and their environments including their peers, teachers, family, and school structures (Christenson, Reschly and Wylie, 2012).
Accordingly, Sinatra, Heddy and Lombardi (2015[39]) proposed a framework that integrates the components, time course, and contextual influences of engagement (Figure 4.2). The framework conceptualises engagement along a continuum, anchored by person-oriented perspectives at one extreme, context-oriented at the other, and person-in-context in between. Person-oriented perspectives focus on the cognitive, affective, and motivational states of the student at the moment of learning and are best captured with fine-grained physiological and behavioural measures (e.g. response patterns, facial expressions). The context-oriented perspective emphasises the environmental context as the analytic unit. Here, the focus is on macro-level structures like teachers, classrooms, schools, and the community, rather than the individual student. The intermediate-grain size, person-in-context perspective focuses on the interaction between student and context (e.g. how students interact with each other or with technology). This level of analysis would examine, for example, whether particular classroom activities (e.g. small group work) are more engaging than others (e.g. a lecture).

When one focuses on digital learning, engagement can be operationally defined as a goal-directed state of active and focused involvement with a digital learning technology. This operationalisation aligns with the person-oriented level of analysis of Sinatra et al. (2015) in that the focus is on the state (not trait) of the affective, behavioural, and cognitive components of engagement across short time scales ranging from seconds to minutes. In most cases, boredom, drowsiness, and excessive zoning out are signs of disengagement whereas interest, curiosity, and the so-called “flow experience,” where a learner is so engrossed in an activity that time and space disappear (Csikszentmihalyi, 1990[40]), would signal engagement. However, in some cases, the specific mental states (and their levels) associated with engagement vary based on the affordances of the learning technology. For example, despite being a negative emotion, frustration while playing a difficult educational game might indicate that the student is engaged as it is part and parcel of the “hard fun” of learning from games (Gee, 2003[41]), whereas frustration during a simple vocabulary learning task might signal something other than engaged learning.
Measuring engagement

The effectiveness of any approach to improve engagement depends on the validity of the measurement of engagement. So how has engagement been traditionally measured? Figure 4.3 provides an overview of the various measurement approaches.

Traditional measurement approaches

The most widely used measures of engagement in both traditional and digital education are self-report questionnaires (Fredricks and McColskey, 2012[42]; Greene, 2015[43]; Henrie, Halverson and Graham, 2015[44]). Here, students are asked to endorse items such as “When I am in class, I listen very carefully” (an item for behavioural engagement) or “I enjoy learning new things in class” (an item for emotional engagement). Although relatively inexpensive, easy to administer, and generally reliable, questionnaires have well-known limitations (Duckworth and Yeager, 2015[45]; Krosnick, 1999[46]). For instance, when endorsing items, respondents must compare the target (e.g. a student rating himself or herself) to some implicit standard, and standards may vary from respondent to respondent. To one student, “I am engaged in my maths class” may be exemplified by doing five hours of homework each day; for others, the same statement may be exemplified by simply showing up for class. Thus, biases that arise from heterogeneous frames of reference reduce the validity of self-report questionnaires (Heine et al., 2002[47]). Social desirability bias is another important limitation (Krosnick, 1999[46]), both when respondents aim to appear admirable to others and also when they inflate responses to preserve their own self-esteem. Likewise, memory recall limitations and acquiescence bias can influence self-report questionnaires (Podsakoff et al., 2003[48]).

Several non-questionnaire engagement measures have also been developed. Examples include experience-sampling methods (ESM) (Csikszentmihalyi and Larson, 1987[49]), day reconstruction (Kahneman et al., 2004[50]), and interviews (Turner and Meyer, 2000[51]). However, because they still rely on self-reports, they are subject to some of the same biases as questionnaires. For example, ESM is subject to social desirability biases but not to memory recall biases.

Observational methods are an attractive alternative to self-reports because they are more objective (Nystrand and Gamoran, 1991[52]; Pianta, Hamre and Allen, 2012[53]; Renninger and Bachrach, 2015[54]; Ryu and Lombardi, 2015[55]; Volpe et al., 2005[56]). Unfortunately, these methods entail considerable human effort, which poses a significant challenge for repeated long-term measurement at scale. Further, observations cannot be conducted in some learning contexts, such as students’ homes. Some of the limitations may be addressed by combining automated data collection with semi-automated or manual data coding. For example, the Electronically Activated Recorder (EAR) randomly samples audio clips in naturalistic environments (Mehl et al., 2001[57]). Data collection with the EAR is efficient and cost-effective; however, the data still need to be transcribed and coded by humans, which increases cost and reduces scalability. Similarly, engagement can be coded from videos by researchers (Lehman et al., 2008[58]) or even teachers (D’Mello et al., 2008[59]), but video coding is a labour- and time-intensive effort. To address this limitation, there have also been some attempts to automatically analyse classroom video to infer aspects of student engagement (e.g. Aung, Ramakrishnan and Whitehill, 2018[60]; Bidwell and Fuchs, 2011[61]; Klein and Celik, 2017[62]; Raca, Kidzinski and Dillenbourg, 2015[63]), though research is still in its infancy partly due to the difficulty of recording classroom video and related privacy concerns.

Finally, engagement can be adduced from academic and behaviour records, such as homework completion, absences, achievement test scores, time spent on a digital learning platform, and so on (Arnold and Pistilli, 2012[64]; Lehr, Sinclair and Christenson, 2004[65]; Skinner and Belmont, 1993[66]), but these measures are limited in what they can reveal about the cognitive and affective components of engagement. For example, in the technology world, engagement is often equated with usage, and is quantified as the number of logins, clicks, and so on. This characterisation, which only captures a few overt behaviours, is clearly insufficient because it focuses on only one dimension (behavioural) of a multidimensional construct (see above).

An automated digital measurement approach

Scientific advances on understanding engagement and interventions to increase it are limited by measurement approaches that are either costly or have known biases and limitations. Improving engagement in the context of digital learning is first and foremost a measurement and theoretical challenge that advances in sensors and digital
technologies can help address. Among the most policy-, practice-, research-, and design-relevant finding from recent reports on engagement and other similar factors (Atkins-Burnett et al., 2012[66]; Shechtman et al., 2013[67]) is the overuse of and overreliance on student self-report measures, which limits current findings and theory even when produced by rigorous research designs and large sample sizes by the education research, design, policy, and practice communities. In the past and currently, student self-report data informs theory and programme interventions, which use student self-report measures to evaluate programmes and influence theory. Advanced digital technologies and data analytics methods allow one to break the cycle and advance our understanding of engagement systematically and significantly by going beyond the use of student self-report measures only. Reliable, valid, fair, and efficient measures collected from multiple sources and analysed by trained researchers applying methods and techniques appropriately will make the entire value of research studies and programme evaluation more productive.

D’Mello, Dieterle and Duckworth (2017[68]) recently proposed the advanced, analytic, automated (AAA) approach to measure engagement as an alternative method especially suited for interactions with digital learning technologies. This AAA-approach focuses on a person-oriented operationalisation of engagement as the momentary affective and cognitive states that arise throughout the learning process (i.e., it is consistent with the working definition provided above). AAA-based measures have several advantages over counterparts. For one, they are automated, which indicates that they can be applied widely and at scale. Second, they are more consistent because computers provide the measurements, thereby partially obviating reference, social desirability, acquiescence, and other biases associated with self- and observer- reports. These measures are also unaffected by momentary lapses in attention or by fatigue, as can occur with humans. They vastly reduce time and effort, which is a limitation of ESM, day reconstruction, video coding, and human observations.

The core idea of the AAA-approach (Figure 4.4) is to train machines to infer latent mental states associated with engagement (e.g. concentration, interest) from machine-readable signals and from aspects of the environmental context. The approach uses machine learning which requires training data to learn a computational model (computer programme) that can be applied on data collected in the future (unseen data). Accordingly, the AAA measurement approach, which begins with collection of training data.

**Figure 4.3** Major categories of measures of engagement with examples (last row)
affect in five-minute intervals (Ocumpaugh, Baker and Rodrigo, 2015[73]). The features and annotations need to be temporally synchronised so that there is an association among the two. For example, the number of mouse clicks and smiles in each five-minute interval can be aligned to the self- or observer- reports of engagement in the same interval.

Step 3 in the AAA measurement approach involves supervised learning (a machine learning subfield), which learns to associate features (extracted from signals recorded by sensors as noted above) with temporally synchronised annotations of mental states (e.g. from self-reports or observer judgments) collected at multiple points in a learning session and/or from multiple students ideally in varied contexts. The output of supervised learning is a computational model (or a computer programme) which produces computer-generated annotations, which replaces the human-provided annotations. As summarised below:

1. features + human-provided annotations → computational model
2. features + computational model → computer-generated annotations

In Step 4, the computer-generated annotations are compared to the human-provided annotations to validate the model. The aim is for computer-generated annotations to match the human-provided annotations (accuracy) when applied to new or unseen data, for example, from a different set of students (generalisability). Once the model has been sufficiently validated, it can be deployed. Based on the sensor-collected data at some future time and/or from a new set of students, the model automatically generates estimates (annotations) of engagement. Figure 4.4 presents an overview of the approach.

**Figure 4.4 Overview of the AAA-approach.**

Source: Reproduced from D’Mello, Dieterle and Duckworth (2017[68])
Chapter 4 Improving student engagement in and with digital learning technologies

It is important to consider privacy concerns for measures that use biometric signals (e.g. an image of a face, an audio sample). Some sensors can also inadvertently record sensitive information, as in the "WebcamGate" scandal where school authorities in a U.S. district remotely accessed students' school-issued laptops to take pictures of students in their own homes, their chat logs, and information on the websites they visited without informing students or parents (Martin, 2010[74]). An effective strategy to protect privacy is to only retain non-identifiable features from the signals while discarding the signals themselves as done in Bosch and D'Mello (2019[75]). In addition to privacy, there are important concerns pertaining to bias and fairness of the underlying models so it is important that training data is representative of different subgroups and the models demonstrate equivalent performance across subgroups (REFS) (Gardner, Brooks and Baker, 2019[76]; Jensen, 2019[77]). There are also ethical concerns with respect to how the measures are used. Their use for teacher or student evaluation is not recommended since the measures are imperfect and engagement is influenced by factors out of the control of teachers and students. Continual use is also not recommended as this can result in students rightly feeling monitored by these technologies – a particular concern for historically marginalised student populations. As we elaborate in the next section, these measures are best used in efforts to improve learning technologies, either by passively measuring periods of disengagement for retrospective review and refinement (e.g. Miller et al., 2014[78]) or by dynamically re-engaging disengaged students (D'Mello et al., 2016[79]; De Falco, Baker and D'Mello, 2014[80]). Their usage should be limited and ideally based on opt-in consent by students and caregivers.

**Examples of engagement measures with the advanced, automated, analytic approach**

D'Mello, Dieterle and Duckworth (2017[88]) provide examples of 15 studies that have utilised the AAA-approach to measure engagement across a range of learning technologies (e.g. intelligent tutoring system, educational game), learning domains (e.g. algebra, biology), student populations, operationalisations of engagement, methods used to obtain human annotations, supervised classification methods, and validation methods. They organised their review based on the sensor used for measurement. Sensor-free measures analyse digital traces recorded in log files (e.g. Bixler and D'Mello, 2013[81]; Gobert, Baker and Wixon, 2015[82]; Hutt, Grafsgaard and D'Mello, 2019[83]; Pardos et al., 2013[84]), while sensor-based measures use physical sensors. The latter can be further categorised as sensor-light if they use sensors that are readily available in contemporary digital devices, such as webcams and microphones (e.g. Bosch and D'Mello, 2019[75]; Bosch et al., 2016[85]; Forbes-Riley and Litman, 2011[86]; Monkaresi et al., 2017[87]; Pham and Wang, 2015[88]; Whitehill et al., 2014[89]) or sensor-heavy if they require non-standard sensors like eye trackers (e.g. Bixler and D'Mello, 2016[90]; Conati, Aleven and Mitrovic, 2013[91]; Hutt et al., 2019[92]), pressure pads (e.g. D'Mello and Graesser, 2009[93]; Mota and Picard, 2003[94]), and physiological sensors (e.g. Blanchard et al., 2014[95]; Dindar et al., 2017[96]; Mills et al., 2017[97]). Currently, sensor-free approaches are the most viable for learning technologies, but sensor-light approaches are gaining prominence and are expected to be major contenders in the next decade. Some research has also combined the two (e.g. Bosch et al., 2015[98]; D'Mello and Graesser, 2010[99]; Grafsgaard et al., 2014[100]; Kapoor and Picard, 2005[101]). Some examples of AAA-based engagement measures are listed below.

**Interaction patterns to detect disengagement from task goals**

Gobert, Baker and Wixon (2015[92]) developed an AAA-based measure for Inq-ITS, a computer-based learning environment with intelligent tutoring system to help students develop scientific inquiry skills. They focused on detecting if learners were disengaged from the task goal (DTG), defined as "engaging with the task, but in a fashion unrelated to the learning task’s design goals or incentive structure" (p. 48). They collected training data from 144 middle-school U.S. students who used Inq-ITS as part of their science classes. Two humans coded disengagement from the task goal from human-readable excerpts (called clips) of Inq-ITS log files. Features used for supervised classification included the total number of actions, time between actions, duration of the longest pause, and number of simulations run. The researchers obtained moderate accuracies (about 41% above guessing) in discriminating disengagement from the task goal from clips with no disengagement from the task goal, highlighting the utility of the approach.

**Eye-gaze to detect mind-wandering (zoning out)**

Hutt et al. (2019[92]) used commercial off-the-shelf (COTS) eye trackers to track mind-wandering when high-school students completed tutorial sessions with a biology intelligent tutoring system called GuruTutor (Olney et al., 2012[102]) in their regular biology classroom (Figure 4.5). They asked students to self-report mind-wandering by
responding to a question asking whether they were thinking about the learning context or something else entirely throughout the learning session. They computed eye gaze features (e.g. number of fixation, fixation durations, blinks) in 30-second windows preceding each probe and trained supervised classifiers to discriminate between positive and negative probe responses from the gaze features. The models were very successful in detecting mind-wandering, with accuracies more than double that of chance (guessing). Importantly, the models’ predictions of mind-wandering negatively correlated with learning outcomes similar to self-reported mind-wandering. The researcher embedded the models into GuruTutor to provide real-time mind-wandering estimates for evaluation and to drive interventions (see reactive approach below).

**Figure 4.5 Using consumer-grade eye tracker (left) to monitor visual attention while students interact with Guru (right) in classrooms**

Source: Hutt et al. (2019[92])

**Facial features, body moments, and interaction patterns to detect affect**

Bosch et al. (2016[85]) developed an AAA-based measure of engagement while students played an educational game called Physics Playground (Shute, Ventura and Kim, 2013[103]); the game is described in more detail in the next section. They collected training data from 137 8th and 9th grade U.S. students in two 55-minute sessions across two days. Trained observers performed live annotations of boredom, engaged concentration, confusion, frustration, and delight using an observation protocol (Ocumpaugh, Baker and Rodrigo, 2015[73]), which were synchronised with videos of students’ faces and upper bodies. The researchers extracted body movement and various facial expressions (e.g. smiles) from the videos and combined them with interaction features (e.g. number of restarts) extracted from the game log files. Supervised learning models trained to discriminate each affective state from the others (e.g. boredom vs. confusion, frustration, engaged concentration, and delight) yielded moderate accuracies (about 37% improvement over chance).

**A sensor-free approach to measuring engagement during online learning**

The above three examples highlight a variety of AAA-based engagement measures. However, these and all extant measures have been developed using data from a small number of students collected over one or two class sessions. As such, they serve as a proof-of-concept of the overall idea, but may not be sufficiently robust for real-world use. In contrast, Hutt, Grafsgaard and D’Mello (2019[83]) used the AAA-approach to develop a sensor-free measure of student engagement with an eye for scalability to tens of thousands of diverse students across extended time frames of an entire school year and beyond. The research was conducted in the context of Algebra Nation (Figure 4.6), an online maths learning platform that supports over 150,000 students studying Algebra 1, Algebra 2, and Geometry. For each topic, students can watch a video lecture from one of several human tutors. They can also use the Test Yourself quiz feature, which randomly selects 10 questions aligned with state standards. Students can review feedback on their answers or watch solution videos. Lastly, students can get more help through the Discussion Wall where they can interact with other students and study experts hired by Algebra Nation. Students can earn karma points by answering questions posted by other students.
The researchers collected a large-scale dataset of 69,174 students who used Algebra Nation as part of their regular maths classes for a semester. They used experience sampling to collect 133,966 self-reports (on a 1 to 5 scale) of 18 mental states (e.g. boredom, confusion, mind-wandering, curiosity, interest) related to engagement. They computed generic activity features (e.g. viewing a video, pausing a video taking a quiz) extracted from Algebra Nation log files; these features do not require specialised sensors and are domain- and (to a certain extent) system-independent. In all, they counted the occurrence of 22 such features in 5-minute windows prior to a self-report survey. They trained supervised learning models to predict each affective state from the features. Prediction accuracies, quantified with Spearman’s rho (a correlation coefficient ranging from -1 to 1), were modest and ranged from .08 (for surprise) to .34 (for happiness), with a mean of .25.

The researchers tested the generalisability of the engagement models in several ways. First, they showed that the models trained on Algebra students generalised to a different data set of Geometry students (n = 28,458) on the same platform. They also studied the models’ generalisability to clusters of students based on typical platform use and demographic features. They found that models trained on one group performed similarly well when tested on the other groups, although there was a small advantage of training individual subpopulation models compared to a general (all-population) model.

These results show the promise of scaling up sensor-free AAA-based engagement detection on the largest and most heterogeneous student sample to date using generic activity features that are not specific to a particular domain or system. The models have been embedded in the Algebra Learning platform, where they are being used as a component of a personalised system that recommends activities to students based on their ability and level of engagement (from the current models). The study is ongoing so the effectiveness of the approach awaits further research developments.

Figure 4.6 Sample video (left) in the Algebra Nation platform along with a self-report engagement questionnaire (right)

Source: Algebra Nation (n.d.)

Improving engagement

Learning technologies have traditionally mainly focused on promoting knowledge and skills. The unstated assumption underlying this approach is that cognition is all that matters, or at the very least, what really matters. Accordingly, emotion and motivation have been relegated to secondary design considerations, if considered at all. This was a reasonable assumption in the early days of learning technologies given that the dominant learning theories of the time put a premium on knowledge and skill acquisition (e.g. Anderson, 1982; Brown and VanLehn, 1980; Sleeman and Brown, 1982). The benefit of hindsight tells us that this assumption is problematic since students need to be engaged to learn and it is very difficult to engage students with these traditional learning technologies. For example, intelligent tutoring systems (ITSs), which emulate one-on-one instruction of human-human tutoring, are effective in promoting learning for meta-analyses (see Ma et al., 2014; Steenbergen-Hu and Cooper, 2013; Steenbergen-Hu and Cooper, 2014), yet students experience high levels of boredom while
learning from intelligent tutoring systems (Craig et al., 2004[110]; D’Mello, 2013[111]; Hawkins, Heffernan and Baker, 2013[112]). Further, the basic functioning of the human cognitive system makes it difficult to sustain attention – a core component of engagement – even when one is motivated to do so. For example, students experience lapses in attention in the form of “zone outs” around 30% of the time during learning from technology (D’Mello, 2019[113]). Whereas some amount of zoning out and other forms of disengagement are normal occurrences in learning, higher amounts of zoning out is negatively related with learning outcomes (Randall, Oswald and Beier, 2014[114]; Risko et al., 2013[115]).

Can we design learning environments that are more sustainably engaging and thus enhance students’ learning? It is only within the past two decades that researchers have made a concentrated effort to design for engagement (del Soldato and du Boulay, 1995[116]). Researchers have converged upon two main strategies to improve engagement in learning technologies: designs that promote engagement from the ground-up (proactive) or embedding mechanisms to monitor engagement in real-time and dynamically intervene when disengagement occurs or is imminent (reactive). It is also possible to combine the two approaches.

**Proactive approaches**

Proactive digital learning technologies are specifically designed to promote engagement and learning. Such systems aspire to increase the likelihood that the learner will experience cognitive and affective states which are generally positively associated with engagement (e.g. interest, curiosity, deep reasoning, critical thinking, being alert), while decreasing those which are usually negatively associated with engagement (e.g. boredom, zone outs, shallow processing).

It is important to distinguish between subtle or light-touch approaches that elicit mild engagement versus attempts to deeply engage students. For example, gamification – including elements of games into traditional learning technologies via points, challenges, badges, leaderboards and the like (Gibson et al., 2015[117]; Kapp, 2012[118]), see Box 4.1 as an example – can mildly increase engagement in the short term, but is unlikely to sustain deep engagement over extended time frames. Students might also resent the so-called “chocolate-covered broccoli” feel to some gamification attempts. Another subtle approach is emotional design, which involves altering digital learning materials to induce mild positive affect (e.g. adding facial anthropomorphisms to non-human graphical elements and/or adding pleasant colours in digital media) (Plass et al., 2014[119]; Um et al., 2012[120]). A recent meta-analysis (Brom, Stárková and D’Mello, 2018[121]) indicated that emotional design was surprisingly effective in increasing learning while also enhancing engagement as measured by intrinsic motivation, liking/enjoyment, and positive affect.

Promoting deep sustained engagement requires a fundamental reconceptualisation of the learning experience. The Interactive-Constructive-Active-Passive (ICAP) framework (Chi and Wylie, 2014[123]) provides a useful starting point. ICAP proposes four levels of engagement and learning based on the level of interactivity afforded by the learning activity. The levels, in decreasing order of expected engagement and learning, are Interactive > Constructive > Active > and Passive (Figure 4.7). An example of passive activity would include viewing a lecture or video with no overt behaviour, whereas taking verbatim notes without adding new ideas or organisation would be considered active. Generating a summary or self-explanation of lecture content by adding new ideas or reorganising old ideas would qualify as constructive. Interactive activities including some form of interaction or dialogue that accompany a constructive activity, for example, reciprocal peer tutoring, where students take turns tutoring each other. According to ICAP, one strategy to promote both engagement and learning is to incorporate more constructive and interactive experiences in learning technologies.

Educational games are one example of such learning technologies (Gee, 2003[41]). Well-designed educational games can enhance engagement and learning by turning work into play by minimising boredom, optimising engagement/flow, presenting challenges that are achievable with thought, creativity, and effort, and by engineering delightful and pleasant surprises (Lepper and Henderlong, 2000[124]; Plass, Homer and Kinzer, 2015[125]; Ritterfeld, Cody and Vorderer, 2009[126]). Designing educational games can be quite challenging because game designers must balance a trade-off between game environments that are engaging but tangential to learning, and environments that promote deep learning but fail to foster engagement (Johnson and Mayer, 2010[127]). Well-designed games balance these goals by incorporating theoretically-grounded principles (problem solving, rules/constraints, challenge, control, ongoing feedback, and sensory stimulation (see Shute et al., 2014[128])) that make them intrinsically motivating and thus engaging (Fullerton, Swain and Hoffman, 2008[129]; Malone and Lepper, 1987[130]; Shute, Rieber and Van Eck, 2011[131]).
Box 4.1 Encouraging good behaviour and social learning with video games in Canada and the United States

Fans of the Harry Potter series understand the significance of earning points for student behaviour. Teachers at Hogwarts school of witchcraft and wizardry award and take away points to reward or punish students for their behaviour. Students can earn points for their House by doing good deeds, answering questions correctly, and of course by winning Quidditch matches. By doing the opposite, students may lose points (and disappoint their fellow students in the same House). At the end of the school year, the House with most points wins the prestigious House Cup.

Real life may lack the savvy magic tricks of Hogwarts’ teachers, but Québec- and New York-based company Classcraft tried to replicate engagement in learning with similar methods. Inspired by video games such as World of Warcraft, its cloud-based platform for secondary education was described as a “role-playing game for classroom management” (Sanchez, Young and Jouneau-Sion, 2016[122]).

Classcraft aims to help students learn about appropriate behaviour, like doing homework and not being late for class. The game is not related to any specific subject; the duration of a game can last from just one class to an entire school year. Classcraft is foremost a web application for use in class, although students can download the application on their mobile phones for use outside class too. Unlike most video games, Classcraft does not offer a 3D game world. Instead it offers a form of augmented reality: by adding a digital layer to the real world, the game creates new interactions between teachers and students.

Students play in teams of 4 to 6 students. At the beginning of the game, they each get to choose different avatars (healers, mages, warriors) with their own strengths and weaknesses. Their goal is to gain experience points and prevent their avatars from losing health points. By acting according to the criteria for appropriate behaviour, they earn points which they can for example use to upgrade their avatar or to help their teammates. Doing the opposite can of course also lead to losing points, which may affect the entire team. Teachers operate as “game masters”: they distribute or remove points, and they can create certain random events in the game or certain dynamics in real life (like asking to fulfil specific tasks) which affect all students. Updates in the game appear in real-time in every player’s application. Interaction with real life is at the core of the model: winning or losing virtual points can lead to teacher actions in real life, including praise, rewards, and perhaps even reprimands. Because the game also connects the health points of one student with other students in the same team, students are encouraged to work together. The use of Classcraft – as well as comparable software programmes for classroom management – may have a positive impact on student engagement, collaboration, and even on the school climate (Edweek).
Well-designed games also directly embed meaningful learning experiences throughout gameplay. As such, playing well-designed games has been shown to be positively related to various learning competencies and outcomes such as visual-spatial abilities and attention (Green and Bavelier, 2012[132]; Green and Bavelier, 2007[133]; Shute, Ventura and Ke, 2015[134]), college grades (Skoric, Teo and Neo, 2009[135]; Ventura, Shute and Kim, 2012[136]), persistence (Ventura, Shute and Zhao, 2013[137]), creativity (Jackson et al., 2012[138]), and civic engagement (Ferguson and Garza, 2011[139]), as well as valuable academic content and skills (e.g. Coller and Scott, 2009[140]; deRouin-Jessen, 2008[141]; for a review, see Tobias and Fletcher (2011[142]); Wilson et al. (2009[143]); Young et al. (2012[144]).

Two examples: Physics Playground and Crystal Island

As an example, consider Physics Playground (Shute, Ventura and Kim, 2013[103]), a highly engaging educational game for learning Newton’s laws of force and motion, linear momentum, energy, and torque (Figure 4.8). The game obeys the basic rules of physics via a formal simulation of a virtual physics “world” and dynamically responds to players’ interactions with the game. The primary goal is for players to guide a green ball to a red balloon, resulting in “solving” the level, and to do so, players must create agents – ramps, pendulums, levers, and springboards – that “come to life” on the screen. Game elements in Physics Playground include realism (accomplished via detailed formal simulation of a virtual physics “world”), ongoing feedback, interactive problem solving, and adaptive challenges. The game also gives players the freedom to try/fail by experimenting with a variety of solutions. Physics Playground is successful at increasing both engagement and learning by integrating physics concepts with authentic gameplay. Box 4.2 shows that the game also provides a good environment to research the relations between students’ emotions and learning internationally.

Game-based learning can be further enhanced by increasing the immersion and realism of the experience. In traditional classroom settings, project-based learning (PBL) provides students or student teams with authentic, personally-meaningful, real-world problems over an extended period of time (Blumenfeld et al., 1991[145]). For example, student teams might take on the challenge of improving the water quality in their community; this requires an understanding of the water system, pollutants, purification, policy, chemistry, and so on. Thus, in addition to keeping students engaged through choice, realism, and collaboration, well-designed PBL curricula can help students acquire content knowledge along with real-world skills (e.g. inquiry, collaboration, scientific reasoning; see Schneider et al., 2020[146]). Unfortunately, implementing these learning experiences require extensive curricula, access to physical resources, and human scaffolding, and are difficult to realise via digital technologies alone. To address this challenge, researchers have explored the use of augmented and virtual reality to develop immersive digital learning experiences for students. Immersion is defined as the subjective perception of experiencing reality – akin to a suspension of disbelief – and is hypothesised to increase engagement and learning (Dede, 2009[147]). Examples include River City (Dede, 2009[147]), Quest Atlantis (Barab et al., 2005[148]), and Crystal Island (Sabourin and Lester, 2014[72]), which is discussed briefly below.

Figure 4.8 Example of a problem and pendulum solution in Physics Playground

Source: Shute, Ventura and Kim (2013[103])
Crystal Island (Rowe et al., 2009[149]; Spires et al., 2011[150]) is an immersive educational game that capitalises on the principle of narrativity, which posits that learners benefit most from educational games that weave a narrative theme into the game experience. In Crystal Island, the learner takes on the role of a protagonist named Alex who arrives on the island. Alex discovers that members of a research team are falling ill and is charged with identifying the source of an infectious disease. Alex proceeds with the investigation by visiting various areas of the island (dining hall, lab, infirmary, dorm), by interviewing other islanders, and by manipulating objects in the world. Through the generation of questions and hypotheses, and the collection and analysis of data, learners make gradual steps towards diagnosing the cause of the disease. Thus, Crystal Island embeds learning of microbiology knowledge and development of critical thinking and inquiry learning skills in an engaging narrative platform.

Evidence from learners’ interactions with Crystal Island indicate that it is highly engaging and motivating and can improve learning outcomes (Rowe et al., 2009[149]; Rowe et al., 2010[151]). For example, Sabourin and Lester (2014[72]) conducted a study in which 450 8th grade students interacted with Crystal Island for 55 minutes. Students self-reported one of seven affective states (anxious, bored, confused, curious, excited, focused, and frustrated) at five-minute intervals during gameplay. The researchers found that self-reports of boredom (8%) were considerably lower than reports of excitement (13%) and curiosity (19%). Confusion (16%) and frustration (16%) were also quite frequent, suggesting that the game was deeply engaging students as these affective states are frequent in deep learning activities (D’Mello and Graesser, 2012[152]). In addition, students demonstrated significant learning gains of about 30%, assessed as the percent improvement of post-test over pre-test scores.

Recent advances in scalable augmented and virtual reality technologies have further closed the gap between the virtual and physical world (for a review, see Martín-Gutiérrez et al., 2017[154]), especially in terms of immersion and realism (Psotka, 1995[155]). Despite the enthusiasm for these technologies, and some initial promising results (e.g. Ibáñez et al. (2014[156])), there has yet to be rigorous research studies evaluating their learning effectiveness, particularly when it comes to conceptual rather than procedural or rote learning.

Box 4.2 Using digital environments to research learning emotions in the Philippines

Physics Playground was used in the Philippines to analyse the positive or negative relationships of different affective states to learning, including frustration, the affective state expressing annoyance and dissatisfaction. Using a standardised human-based codifying system for students’ emotions while playing the game, and a different task (puzzle) than the one described in the main text, Banawan, Rodrigo and Andres (2015[153]) found that, after engaged concentration (79% of observed affective states), frustration (8%) was the second most experienced state among the 8 that were monitored, and the only one that had a statistical significant relationship with achievement – a negative relationship. The research shows that frustration does not behave like confusion, which can be positively related to achievement once solved. It also highlights the contextual nature of engagement, as Filipino students did not experience the same levels of enjoyment as the U.S. students using Physics Playground. This shows the importance of designing digital learning environments that remain sensitive to possibly different ways to deal with failure in learning and designing the right scaffoldings to help students cope with their negative feelings.

Reactive approaches

Consider the following hypothetical scenarios to motivate the reactive approach to improving engagement: “Imagine you are helping your niece prepare for an upcoming examination in evolutionary biology. Things started off quite well, but after a while, you realise that her mind is a million miles away. Although the plan is for the two of you to collaboratively model genetic frequency shifts in populations, you notice that her attention has drifted to unrelated thoughts of lunch, the football game, or an upcoming vacation. You might try to momentarily reorient her attention by asking a probing question. However, if her attentional focus continues to wane, you realise that you must adapt your instruction to better engage her by altering the course of the learning session. You shift the initiative from a
collaborative discussion to a student-centred perspective by asking her to develop a strategy for tracking genetic changes in populations. This works and she appears to tackle this task with a renewed gusto and the session progresses quite smoothly. However, sometime later, you notice that she actually appears to be nodding off as you delve into the fundamentals of allele frequencies. So, you suggest switching topics or even taking a break, thereby giving her an opportunity to recharge."

The example above provides a sense of what a reactive agent – a human in this case – can accomplish. Reactive approaches to increasing engagement focus on automatically detecting student engagement and dynamically responding when engagement appears to be declining, or providing motivating feedback when engagement is high (D’Mello and Graesser, 2015). These approaches assume that engagement is a fluid, dynamical process that will wax and wane as the learning session progresses. Despite the best intentions of the technology designer to deliver an engaging experience, there will be individual differences in the extent to which a learning technology successfully engages a learner. Further, even if a learner is fully engaged at the onset of learning, engagement will eventually decrease over time as novelty fades and fatigue increases.

Reactive approaches are more sophisticated than proactive approaches. For one, the form of dynamic adaptivity exemplified above requires the ability to continually monitor engagement, to detect when engagement is waning, and to adapt instruction to address periods of disengagement. The technology could focus on a specific component of engagement, or could measure the construct more holistically. Engagement measurement can be achieved using the AAA-based approach discussed previously. A reactive learning technology must then alter its pedagogical/motivational strategies in response to the sensed engagement. It has multiple paths to pursue. It could do nothing if the learner is engaged and is on a positive learning trajectory. It could attempt to reorient attention if it detects that the learner is zoned out or distracted (D’Mello, 2016). Hints and just-in-time explanations can be provided when confusion or frustration is detected (Forbes-Riley and Litman, 2011). The system could provide choice, encourage breaks, or adjust the levels of challenge when it detects that a student is bored. It can also provide supportive messages which aim to motivate students to persevere in the learning (D’Mello and Graesser, 2012; DeFalco et al., 2018). If the technology is embodied in some form, such as with an animated pedagogical agent, it can utilise various social cues to boost engagement, for example by mirroring facial expressions and gestures (Burleson and Picard, 2007) or looking unhappy when a disengaged behaviour is detected (Baker et al., 2006). Examples of reactive learning technologies that implement some of these strategies are discussed below.

Responding to students’ inattention with Gaze Tutor

D’Mello et al. (2012) respond to behavioural engagement during multimedia learning. The interface consists of an animated conversational agent that provides explanations on biology concepts with synthesised speech that is synchronised with annotated image (Figure 4.9). The system uses an eye tracker to track when a student is not attending to the important parts of the interface (i.e., the tutor or image). Gaze Tutor simply assumes that learners are disengaged when their gaze is not on the tutor or image for at least five consecutive seconds. When this occurs, it attempts to reengage learners with "witty" statements that directs them to reorient their attention towards the agent or the image (e.g. "I’m over here you know" and "Snap out of it. Let’s keep going.") Preliminary results suggest that these gaze-sensitive statements are successful in reorienting attention and improve learning outcomes.

![GazeTutor interface with animated agent (0), image panel (1), and input box (2). Blank screen areas on the bottom are not displayed](source: D’Mello et al. (2012))
Responding to students' uncertainty with UNC-ITSPOKE

Forbes-Riley and Litman (2011) was designed to examine whether automatic responses to learner uncertainty could improve learning outcomes while students engage with a spoken conversational intelligent tutoring system for physics. Uncertainty is related to confusion, an associated state that aligns with both the cognitive and affective components of engagement (D'Mello and Graesser, 2014). UNC-ITSPOKE automatically detects learners' certainty/uncertainty (from speech and language using an AAA-approach) in addition to the correctness/incorrectness of a response. It provides an explanation-based sub dialogue when the student is correct but uncertain about a response as this suggests a metacognitive failure. A validation study indicated that this form of adaptivity achieved slightly (but not significantly) higher learning outcomes compared to control conditions.

Responding to students' mind-wandering with eye-mind reader

D'Mello et al. (2017) and Mills et al. (2020) respond to instances of mind-wandering (zone outs) during computerised reading (Figure 4.10). It uses an eye-gaze-based AAA-approach to detect mind-wandering (Faber, Bixler and D'Mello, 2018) on a page-by-page basis (a page is a screen of text), and dynamically responds with comprehension assessments and re-reading opportunities. One initial intervention strategy consists of asking rote comprehension questions on the page where mind-wandering is detected and providing opportunities to re-read if the question is answered incorrectly. A validation study (D'Mello et al., 2017) indicated that this intervention had the intended effect of reducing comprehension deficits attributable to mind-wandering in specific cases. However, since the interpolated questions were rote questions, this encouraged keyword spotting and a general shallow-level processing style. To address this, Mills et al. (2020) replaced the rote multiple-choice questions with deeper-level questions that required learners to generate self-explanations in natural language. These were automatically scored and the system responded with feedback and provided opportunities to re-read and revise the explanations. Results suggest a positive effect for the intervention strategy compared to equivalent controls on retention (i.e. learning assessments completed a week later).

Figure 4.10 Eye tracking during reading. Filled circles display fixations (where eyes are focused) and lines display saccades (rapid eye movements between fixations)

Reactive technologies in the classroom

Most research on reactive learning technologies has mainly been done in the lab, but this line of work is gradually moving to classrooms. Aslan et al. (2019) developed Student Engagement Analytics Technology (SEAT) to assist teachers with the task of monitoring and responding to student real-time behavioural and emotional engagement. Here, the engagement measures provide assessments of student engagement to the teacher, who then can decide if and how to intervene. This research was done with students in Turkey who used a self-paced maths educational platform as part of their classes. An AAA-based engagement measure monitored facial features extracted from webcam video, patterns of interaction with the educational platform, and browser URL logs. It combined behavioural (on- or off-task) and emotional (bored, satisfied, confused) engagement assessments to yield an overall engagement score.
The engagement measure was then embedded in the SEAT interface which provided colour-coded (green, yellow, red) estimates of student engagement to teachers in real-time (Figure 4.11). Teachers used these data to intervene with individual students and their primary intervention strategies included verbal warnings, positive reinforcement, scaffolding (e.g. explaining the question, providing a hint), and close monitoring (watching the student’s screen to ensure they were on-task).

The researchers tested SEAT in a 16-week research study using both qualitative and quantitative methods. Interviews indicated both teachers and students had positive experiences using SEAT. Teachers were proactive about using the interface and reported that it made it easier to monitor the needs of individual students in a large class. Students also reported receiving individual attention when they needed it and felt that they were more engaged with the learning session. Finally, students in a SEAT-enabled class had higher (but not significant) learning gains compared to a parallel class of students without SEAT. However, this result should be considered preliminary since the study used a quasi-experimental design and only 37 students were tested across the two classes.

Figure 4.11 SEAT interface displaying the overall class-view (left) and student-specific view (right).

Conclusions and future directions

Research on engagement during learning has exploded in past years. Not only is the science of engagement in education advancing, but so are technology designs that make engagement a central design feature. Shared among the scientific research and technology design communities is a perspective that recognises engagement as an outcome worthy of consideration in its own right. There is a risk, however, that each proceeds independently, thereby missing obvious benefits of the two progressing in tandem.

To illustrate, the last two decades have produced a flurry of theoretical and empirical research aimed at defining engagement, identifying its causes and effects, and devising interventions to increase it (Christenson, Reschly and Wylie, 2012[18]). Unfortunately, the science of measuring engagement has not kept up; most researchers exclusively rely on self-report questionnaires as the sole measure of engagement (Fredricks and McColskey, 2012[42]), partly because self-reports are convenient and familiar, and perhaps because accessing more advanced technologies is more costly and intimidating. At the same time, in many countries, the computer is becoming an indispensable component in everyday learning (see Vincent-Lancrin et al., 2019[169]). The increased bandwidth of available information in digital learning contexts also suggests that it may be unwise to exclusively rely on 20th-century methods to measure engagement in 21st-century digital learning contexts. Scientific research on engagement would benefit by considering digital learning experiences and incorporating associated methods into study designs.
On the flip side, the influx of technology in classrooms and the rise of online learning technologies produce huge volumes of data, which in principle, should lead to transformative advances in the measurement and facilitation of engagement. Unfortunately, this has not been the case yet. Despite the impressive volume, much of the data generated by these technologies is not very rich in depth, resulting in shallow measures of engagement that focus on very basic behavioural patterns, such as the number of logins, video plays, and so on. Further, despite many benefits, the proliferation of online learning has several side effects, most troublesome being a return to a transmission mode of education with its ineffectual passive learning strategies and lack of meaningful collaboration, which is one of the most engaging and productive ways to learn (Dillenbourg, 1999; Stahl, Koschmann and Suthers, 2006). Educational technology will benefit by incorporating principles from the scientific research on engagement into technology design.

Where will we be in the next 10 to 15 years? A pessimistic view is that research will proceed as usual, with scientific research on engagement chugging along in one direction and educational technology research proceeding in another, with rarely the two meeting. A more optimistic view is for the two to work hand in hand, resulting in learning technologies that meaningfully engage students and the emergence of more research on engagement with digital learning technologies. In this future, learning games – one of the best known experiences to foster deep engagement (as reviewed above) – also incorporate strategies such as scaffolds and learning supports that foster deep conceptual learning while also keeping learners engaged and motivated. And reactive-based approaches to improve engagement, which dynamically respond based on sensed engagement, will be deployed more readily as sensors become increasingly ubiquitous, wearable, and cost-effective; rigorous safeguards to protect privacy are established; efforts are made to ensure that the AI models underlying the technologies are unbiased and fair; and interdisciplinary collaborations between education and computer science researchers increase.

Importantly, these technologies should be developed with ethics, equity, and justice as core design considerations, not design after-thoughts, and technology designers seriously answer the question of what intelligent technologies should do rather than what they can do. There should be careful thought given to what data is collected and for how long it is stored, if at all, and end users (students, parents, teachers) should have the final say with respect to whether and when engagement is assessed. In this future, the ideas and research outlined in this paper will leave the confines of the research lab and small-scale studies in the real world to become a core component of digital learning that benefits millions of students worldwide. Here, opt-in measurement of engagement aimed for formative and non-evaluative purposes (while protecting privacy of students) coupled with intelligent strategies to enhance engagement will be essential elements of digital learning technologies. A future of efficient, effective, and engaging digital learning awaits us all.
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The term “learning technologies” usually refers to the activities that one or a few learners perform on a digital device. How do technologies take into account the fact that a classroom has many more learners? Classroom analytics provide teachers with real-time support for class management: monitoring the engagement of learners in a class; deciding when and how to intervene in their learning activities; reusing the output from one activity in another one; forming student groups; integrating the learner’s production in a lecture; deciding when to shift to another activity; or helping teachers to regulate their own behaviour. This chapter describes the classroom itself as a digital system. It speculates on how this vision can come true, and what can already be learned from it, namely the critical role of teachers in the success of digital education.
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Introduction

Learning analytics aim at modelling the learning process, i.e. how knowledge, skills and competencies are developed by learners while performing some activities. When these activities are run on computers, these models enable the software to adapt the next learning activities to the learner’s needs. What if 30 learners independently use this education software in the same classroom? Many interesting classroom events would then occur outside the software and be mostly ignored by analytics: the teacher’s interventions, discussion among peers, etc. Do students engage more with the system when the teacher passes nearby than when he/she is further away? What if the individual activity on computers is only a part of the lesson, in addition to teamwork and lectures? These activities, invisible to the software, will not be taken into account by the analytics even though they do actually matter in terms of how much learners actually learn.

This chapter broadens the scope of learning analytics, from modelling the learner’s interactions with the device to capturing anything that happens in this peculiar ecosystem called a classroom. Classroom analytics are multimodal, i.e. they collect relevant data with a variety of sensors in order to analyse conversation patterns, attention levels, body postures, etc. Some of these sensors are cameras, which immediately raises ethical issues. Balancing these risks with the potential benefits of classroom analytics is a core concern.

The benefits of classroom analytics should ideally occur in two steps. First, classroom analytics are designed to enhance the management of the classroom, for instance, by displaying a dashboard that shows the teacher which learners are struggling or that helps him/her to decide when to move on to the next activity. In the second step, improving classroom management is expected to lead to higher outcomes for the learners, as has been
demonstrated by Do-Lenh et al. (2012[1]) as well Holstein, McLaren and Aleven (2018[2]). Another expected benefit of classroom analytics is to expand learning analytics to a rich diversity of learning activities such as lectures, teamwork, hands-on activities or collective discussions and even some activities outside the classroom, such as field trips. The management of such a rich pedagogical scenario, which includes individual, team and class-wide activities, some with and some without digital technology, is captured by the term "classroom orchestration". Classroom analytics do not make decisions in place of teachers. Rather, they provide teachers with information for them to interpret as teachers, generally, are aware of context: for instance, a learner detected as poorly performing may actually be ill, helping another student or experiencing slow connectivity. There should always be a teacher in the loop; classroom analytics empowers her/him to teach more effectively.

This chapter looks at how learning analytics may transform education in the next decade. I hypothesise that a 2030 classroom will be visually similar to a 2020 classroom, just as the 2020 one is similar to the 1920 one. If a person who drove a car in 1920 resurrected in 2020, they would have difficulties driving a new car. They would neither recognise an induction cooker as a stove nor a smartphone as a telephone, but they would know when they entered a "classroom". Education evolves slowly. Today’s teachers live in the "classroom of the future" of teachers who lived in the 1980s. Therefore, analysing how digital education has evolved over the past 40 years affords linear projections for the next 10-20 years. Predicting that there will still be physical classrooms may sound conservative. Some would even argue classrooms will disappear. They forget an unpleasant reality: schools also fulfil a babysitting function, i.e. keeping kids busy while parents are at work. This chapter postulates that decision makers will still need to make choices about physical classrooms in 2030. Some initiatives entitled “classroom of the future” envision it as a cold space overloaded with individual screens and computers. This chapter proposes a different vision, in which classrooms remain rich social living places and not visually dominated by technological devices.

The vision: Classrooms as a digital system

Entering the classroom of tomorrow might be similar to getting into a car today. In both cases, one enters a physical space with doors, seats, windows, other people, etc., as well as many sensors, computers and actuators. Sitting in a car is much like being inside a digital system. It may sound scary but a digital system that sounds an alarm when the driver has nodded off has benefits that bypass the ethical concerns of video-monitoring the driver. Classroom systems face the same ethical trade-off.

A digital system captures (input), processes and communicates (output) information in a digital form. Since anything can be described as a system, why should we describe a classroom as a (digital) system? It emphasises the difference between the usual viewpoint which is that a classroom is a physical space where digital systems are introduced and the viewpoint whereby the classroom becomes the system.

As in any system, a classroom is composed of several subsystems and so forth. This set of subsystems can be described as a system if these subsystems collectively fulfil a function that none of them individually perform. A classroom may include several digital devices (e.g. software for mathematics, a spreadsheet, some educational robots, a teamwork platform, etc.) that each performs a specific function. Other cognitive functions are performed by the people in the room, the teacher and the learners, as well as by artefacts (e.g. a poster displaying the periodic table). The “classroom system” performs at a higher level function than these subsystems and one of these functions is classroom orchestration.

In personalised instruction systems, the input is the behaviour of learners, the function is adapting instruction for each learner and the output is the system’s next action, for instance, the feedback given or the next activity proposed. In the classroom-as-system approach, the input is the analytics collected in the classroom, the output is the information given to the teacher or to the learners, for instance, dashboards, and the function is the classroom orchestration. Holstein, McLaren and Aleven (2017[3]) observed the behaviour of teachers when their students used an intelligent tutoring system and found that teachers spent on average 47% of their time either inactive or outside the classroom. They simply felt “out of the loop”. In learning analytics, the vision is to keep one or more humans in the loop. We talk about the co-orchestration of the classroom by the teacher and the digital components of the system (Santos, 2012[4]).
How did we get there?

Looking at the evolution of learning technologies over the past 40 years, four trends led to the emergence of the concept of "classroom as a system".

The first trend is the growing integration of pedagogical approaches that have for many years been considered as mutually exclusive. Many educational tools used in school are based on the "mastery learning" ideas (Bloom, 1968[5]): decomposing complex skills into simple ones by providing rapid feedback and incrementally practicing more complex skills. Another family of tools, called "micro-worlds" (Papert, 1987[6]), are some kind of digital sandboxes where learners acquire problem-solving skills by trial and error, reflecting constructivist theories. The same theory inspired inquiry-based learning tools, namely learning by running real or simulated experiments. "Instructionist" approaches inspired massive open online courses (MOOCs) and other environments where learners are mostly watching lectures or reading texts. These learning theories focus on individual learning, building on the ability to adapt instruction to the differences among learners. To the contrary, empirical studies revealed the benefits of collaborative learning, which gave rise to environments designed for learning in teams (Dillenbourg, Jarvelä and Fischer, 2009[7]) based on social cognition theories (Vygotsky, 1964[8]). These oppositions are fading out. The human cognitive system is a social software running on an individual hardware, the brain. Why should a teacher bet on a single digital education approach when he/she can integrate several approaches where and when they are relevant?

The second trend is the growing compatibility between the technologies used in education. For many years, one could, for instance, not technically integrate a piece of software with math exercises and a video player. Web technologies contributed to the interoperability across almost any digital component. The possibility of technically integrating different tools converges with the first trend, the interest of integrating different pedagogical approaches. This evolution does not lead to the ultimate learning management system that offers all of the functions required for all learning activities, but rather to the development of ecosystems of digital tools, each having specific functions. Right now, interoperability among learning environments is still far from sufficient. Metadata standards (Duval, 2001[9]) have developed for exchanging digital contents (such as the Sharable Content Object Reference Model [SCORM] or Instructional Management System Learning Design [IMS LD]) and others, such as Learning Tools Interoperability (LTI), to foster interoperability, i.e. to exchange data about learners (Severance, Hanss and Hardin, 2010[10]). Today, the digital traces produced when learners use a tool are collected and aggregated into models specific to each tool they use. If they used multiple learning tools, no tool would have a comprehensive model of the learner. Recent projects (Mangaroska, Vesin and Giannakos, 2019[11]) aggregate data across applications in order to produce a synthetic account of the learners’ learning paths. A standard for sharing records across applications, xAPI (Bakharia et al., 2016[12]) seems to be gaining momentum. Of course, producing cross-platform analytics multiplies the risks regarding data protection.

The third trend concerns the evolution of hardware. For many years, dedicated rooms were equipped with computers, so-called "computer labs", with rows of cumbersome boxes and vertical displays, making students hardly visible by teachers. Next, laptops started to enter genuine classrooms, then tablets and smartphones brought learning technologies to informal settings, from being seated on a sofa to walking in the forest. Nowadays, the diversity of devices that can be exploited in education has exploded with the integration of sensors and actuators in shoes, mugs, clothes, etc. – basically any object (the "Internet of Things"). Devices are becoming more present but less visible; they do not properly disappear, but are more in the background. The frontier between what is digital and what is not has been progressively blurred, as illustrated by the examples in Figure 5.1. Learners may physically manipulate tangible objects, tracked by sensors, combined with augmented reality. Physical-digital technologies expand the range of skills that can be practiced and assessed digitally, which is especially relevant for professional gestures taught in vocational education.

However, even if future classrooms become populated with digital components, they should not visually look like a NASA control room, fully packed with displays and devices. The classroom of the future may indeed appear close to being a technology-free room. Why not a room with wooden furniture and bright views of outside gardens? The more peripheral the digital tools, the less obtrusive they become for social interactions (dialogues, eye contact, etc.) and classroom orchestration.
The fourth trend is to pay more attention to the learning activity than to the learning technology. Consider the example of educational robots used to learn how to code. Some robots may be more appropriate than others, but the extent to which children learn depends less on the robot’s features than on the activity that learners have to do with the robot. The same is true for MOOCs, augmented reality or virtual reality tools, and for any technology. The main variable of success is the ability to orchestrate rich activities in the classroom. Classroom orchestration refers to the real-time management of multiple activities under multiple constraints (Dillenbourg, 2013[14]). The multiplicity of activities refers to the integration of individual, team and class-wide activities with various digital environments as well as without any digital tool. The multiplicity of constraints emphasises the many practical aspects that shape teachers’ decision making: managing learning time, coping with learners that missed previous lessons or joined late, taking into consideration the physical space – for instance, shifting from teamwork to lectures, maintaining a reasonable level of discipline, minimising the teacher’s workload, etc. These constraints have somehow been neglected in scientific research but probably explain some difficulties in the adoption of learning technologies.

Classroom as the input

The rationale for expanding the input from usual keyboard and mouse to the whole classroom is that learner-software interaction traces only provide a partial (and limited) account of what is going on in a classroom. Even when learners are supposed to interact exclusively with a personal device, they actually often engage in “out-of-software” activities, some being on-task (e.g. asking the teacher for help), while others are off-task (e.g. chatting, surfing the web, daydreaming, etc.). Some will ask the teacher for help and conversely the teacher may intervene to nudge an inactive learner.

We propose the terms "classroom analytics" to emphasise that any event in the classroom may be captured and analysed for modelling the learning and teaching process. Holstein et al. (2017[3]) used a classroom replay tool for
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integrating these "out-of-software" interactions with the analytics produced by "in-software interactions". Data can indeed be collected for any classroom activity, including those with light technologies. For instance, the so-called "clickers" or "personal response systems" aim at increasing engagement during lectures, as well as collecting data: 1) the teacher interrupts her lecture and asks a multiple-choice question; 2) learners individually select a response on a personal device; 3) their answers are collected and visualised on the teacher’s slides (output), enabling the teacher to give feedback and comment on frequent errors. Numerous variations of this scenario exist that allow for open questions, graphical questions, voting mechanisms, etc. In the peer instruction scenarios, between the individual answer phase (2) and the teacher's feedback phase (3), students are asked to compare their answer with their neighbour’s answer and explain their choice. Fagen, Crouch and Mazur (2002[15]) collected robust evidence that this classroom scenario actually improves students' grades on university physics exams. Box 5.1 presents another example that was piloted in Chile.

Box 5.1 Single Display Groupware: A low-cost tool to make student activity visible to teachers (Chile)

Single Display Groupware (SDG) is an example of classroom analytics that is potentially very attractive for schools in developing countries because it only requires minimal equipment. SDG allows multiple people to work and interact over a single display, with everyone controlling their own input device. One application of SDG for the classroom is "One Mouse per Child for Basic Math", a software programme developed by researchers from Chile that only requires one PC, one projector, one mouse for the teacher and one mouse for each child participating in the activity (Alcoholado et al., 2012[16]). The programme integrates personalised learning in the classroom, which is particularly useful in contexts where a teacher has to manage a class with students at different levels.

As Figure 5.2 illustrates, the display – visible to everyone through the projector – contains individual cells, with the number of cells equal to the number of mice connected to the system. Students solve arithmetical exercises in their individual cells, moving to a new exercise when answering correctly and moving to the next difficulty level when solving multiple exercises correctly in a row. On the right of the screen, students are ranked based on the number of problems solved and difficulty level achieved. This informs them about their relative performance in the class, adding a competitive, fun element to the learning activity, and allows the teacher to identify students who are lagging behind. The teacher can freely move her cursor across the screen to help individual students, or switch the programme from practice to teaching mode to solve sample exercises and to explain math rules to the class. Results from an experimental evaluation in a primary school in Santiago using pre- and post-tests suggest that the programme has a positive impact on achievement, especially for low-achieving students.

Figure 5.2 One Mouse per Child for Basic Math

Note: Students solve math exercises in individual cells. Icons in the middle of the cells provide four types of feedback: correct, incorrect, pass to the next level, mouse inactivity. The panel on the right displays a ranking of students based on number of exercises solved and level achieved.

Source: Alcoholado et al. (2012[16]) (reproduced with permission)
Multimodal analytics (Ochoa and Worsley, 2016) broaden the range of behaviours to be collected in classroom analytics. If a classroom is equipped with sensors, any gaze, gesture, body pause, stress level, etc. can be collected as input. If we consider that inside the smartphone of each student there are 15-20 sensors already, every classroom is potentially equipped with hundreds of sensors. Ahuja et al. (2019) combined microphones and cameras in classrooms in order to detect which learners raised their hand, what posture and speech behaviour they displayed, and then correlated these features with lesson effectiveness. Scholars such as Yanga et al. (2018) developed algorithms to identify emotions from facial images. The input data are not only behaviours (e.g. answers asking a question), but what could be called "behavioural dust", i.e. fragments of behaviour such as head rotation (Figure 5.3), a sigh or a gaze fixation. Taken individually, these fragments can hardly be interpreted; but aggregated over time or across learners, they eventually become meaningful. For instance, the approach taken by Raca, Kidzinski and Dillenbourg (2015) was not to estimate the individual level of attention and then to average it over all students. Instead, they found a measure that could only be computed for a class: learners who pay attention to the lecture tend to rotate their head at the same time, simply because they are paying attention to a moving object, the teacher.

Figure 5.3 Estimating the average level of attention in a classroom by analysing head movements

Source: Raca, Kidzinski and Dillenbourg (2015)

Modelling an entire classroom is more complex than modelling interactions within a digital environment, in which correct and incorrect responses are often defined in advance. Some Bayesian Knowledge-Tracing variations integrated system-triggered instructional interventions (Lin and Chi, 2016) into the model; one could also add the teacher’s interventions. The more a learning environment is complex and open, the less accurate predictions can be. This lower accuracy is, however, not a concern in a classroom situation since the computational method does not aim to take autonomous decisions, but to inform a teacher who then takes decisions. Such a system, combining artificial and human intelligence, is often referred to as "a human in the loop". Classroom analytics want to keep a teacher in the loop.

Turning the classroom into an input device immediately raises an ethical red flag. In some projects, learners or teachers have been equipped with sensors (electroencephalography, skin conductivity, accelerometers, heart frequency, eye trackers, etc.). Placing cameras in a classroom is less intrusive, but does not comply with data protection principles. One way to be compliant would be that the system does not store images, but deletes them as soon as the relevant features have been extracted. Despite this solution, we believe that the risk of "Big Brotherisation" of schools remains high, and unacceptable in many cultures. As in many data protection debates, this risk has to be compared with the benefits, that is, the value of the output. According to Raca, Kidzinski and Dillenbourg (2015), signalling to a teacher the sudden loss of attention can be useful for novice teachers or those who fail to keep their audience’s interest. However, the benefits are not always obvious. Many scholars such as Yanga et al. (2018) developed algorithms to infer emotions from facial images. What should the system do if it detects a learner’s frustration? Strong negative feelings may hamper the learner’s motivation, but some moderate level of confusion may indeed motivate them to try harder (D’Mello et al., 2014). Classroom input should be restricted to what can actually provide a clear added-value to learning and teaching, and based on theories that have ideally sufficient empirical evidence or very plausible theories of action.
Classroom as the output

In adaptive personalisation systems, the output of the learning analytics is usually a decision to adapt instruction to the needs of an individual learner. In classroom analytics, the output is some information given to the humans in the loop – teachers and learners – who may then take a decision. This information often takes the form of a teaching dashboard, i.e. a visualisation of the state of learners or the progress of learning in the classroom, beamed onto the classroom walls or presented in a display (usually a screen).

The design of these dashboards involves a usability challenge: providing teachers with information without increasing their cognitive load. Most dashboards developed so far are indeed overwhelming teachers with too many details. One solution is to develop “zoomable” interfaces, i.e. providing a global picture, with minimal information per learner, but allowing the teacher to get more detailed information for any learner. Moreover, the dashboard should not reduce the visual attention that teachers pay to the classroom. Various solutions have pros and cons: to show the dashboards on the classroom display provides teachers with permanent access to its information (see Figure 5.4), but the information – including personal difficulties – is also made public to the whole class; to display the dashboard on the teacher’s desktop preserves privacy but requires her to return to her desk; to display the dashboard on a tablet gives permanent and private access, but may be cumbersome; to display the dashboard on a head-up display (e.g. glasses) (Holstein et al., 2018[23]) provides both information while maintaining visual contact with learners and keeping the teachers’ hands free, but is not very natural. Other design dimensions concern the nature of the displayed data (e.g. the response contents vs. the score), the social level (e.g. individual, teams, class), etc. One design choice that matters for classroom orchestration in particular is the spatial mapping of the given information (does the position of John on the dashboard correspond to his physical location in the classroom?).

Classroom dashboards can be centralised (on a display), distributed (through several displays in the room) or ambient (just providing minimal information to teachers through distributed or centralised hints). This is another design choice that is important. Dashboards are generally centralised, but distributed dashboards also have their advantages for the orchestration of teaching and learning. Figure 5.4 shows a set of Lantern devices spread within the classroom: they constitute a distributed dashboard. Alavi and Dillenbourg (2012[24]) compared it with a centralised dashboard also visible to all, showing exactly the same information, and found that the centralised one tended to trigger competition among male students while the distributed one triggered some interactions among neighbouring teams.

Since the teacher’s visual attention is saturated by the elements he/she needs to monitor, one may exploit peripheral vision and provide teachers with an “ambient” dashboard. For instance, Tomitsch, Grechenig and Mayrhofer (2007[25]) displayed information on the ceiling. The teacher is, of course, not expected to look at the ceiling, but if the colour of the classroom ceiling suddenly darkens, she will notice it. Gellersen, Schmidt and Beigl (1999[26]) conveyed information by changing the intensity of various lights or by controlling the pumps of a table fountain. Peripheral vision does not convey precise information, such as a numerical value, but a global impression. The term “ambient computing” describes technologies that do not require focal attention but change some contextual or background components. Today, ambient computing is alien to education stakeholders, but it has a great potential to turn the entire classroom into a display. It relates to “modest computing” (Dillenbourg et al., 2011[27]), which emphasises that the design of these displays deliberately degrades the accuracy of information: if the average score of learners in the classroom is 75%, it can be conveyed by setting the colour of the wall at the back of the classroom (which teachers often face) with a nuance of blue that is not as accurate as displaying the number 75, but is permanently visible to the teacher. On the Lantern device (Figure 5.4, left panel), the teacher perceives, for instance, which team has been waiting more than another team, without knowing exactly how much. Similarly, on the Reflect table (Figure 5.4, right panel), the colour of the table area in front of each learner approximates their amount of speech, but does not provide an exact count. It may happen that a participant keeps the floor for a while simply because an overall introduction or a long explanation is required. It does also occur that some participants game the system by deliberately and meaninglessly over-speaking. In both cases, the participants are aware of the conversation that happened, they know what the table display corresponds to. This justifies the “human in the loop” approach that we previously emphasised: knowing the context allows humans to interpret the feedback (while computers could misinterpret it).
Note: Left panel: Regulating the assistant’s attention. During recitation sections, students communicate their progress to the teaching assistant by using a small device called a Lantern. The colour indicates which exercises they are working on, the number of LEDs indicate how long they have been working on this exercise. To ask for help, they push on the Lantern, which starts blinking slowly, then faster, revealing their waiting time. Right panel: Regulating dialogues in teamwork. A microphone array placed on the middle of the Reflect table captures the angle of the voices and thereby identifies who is speaking. The more someone speaks, the more the LEDs in front of him/her light up.

Source: Left: Alavi and Dillenbourg (2012[24]), Right: Bachour, Kaplan and Dillenbourg (2010[28])

While the previous examples rely on visual perception, Moher et al. (2010[29]) also exploited sound for a classroom simulation on seismology. Over a period of 6 weeks, 21 earthquakes were simulated in the classroom. A low-frequency rumbling sound was generated by a subwoofer and displays located in different parts of the room simulated seismographs, showing a continuously running strip chart recorder of ground vibrations. Then, during lessons dedicated to earthquakes, students analysed the seismograph waves in order to locate the earthquake epicentre inside the classroom and to mark it by hanging a Styrofoam ball from the ceiling whose colour indicated the magnitude of the earthquake. While science simulations in schools usually run inside computers, this simulation was embedded in physical space, i.e. the classroom was the output.

**System functions**

A digital system processes data between the input and the output, a typical example being to aggregate data over time or across learners. These processes implement the functions expected from the system. The overarching function of classroom analytics, classroom orchestration, is fulfilled by implementing some specific functions. Seven more specific functions help to understand the current possibilities offered by this approach: monitoring and intervention, data propagation, team formation, debriefing, timing transitions, teacher self-regulation and, orchestration as a whole.

**Monitoring and intervention**

The main function of classroom dashboards is to monitor the state of the learners in order to detect which learner is inactive or struggling, which teams do not collaborate well, which learner could help another one, etc. Why would a teacher benefit from this information when he/she can, in a glance, see what the learners located in the classroom are doing? There are several answers to this question: when the number of learners is very high; when the learners’ activities are not easily seen by the teacher (e.g. working on laptops); when the student’s activity cannot be assessed at a glance (e.g. when they are writing complex code); when direct observation is intractable (e.g. monitoring 15 teams of 2 learners); when what matters is not only the current state, but what learners have done since the lesson outset, etc. In a nutshell, the key functionality of system is to make visible what is invisible, e.g. how long a learner has been silent, how much a learner dominates his teammates in a group discussion, etc.
Figure 5.5 illustrates this principle. Four teams are using the tangible logistics simulation tools shown in Figure 5.1. The four lines in the top panel show the history warehouse layouts designed by each team, which helps the teacher to perceive their strategy. Experiments carried out by Do Lenh et al. (2012[1]) showed that the pairs who modified the warehouse layout without much reflection and frequently ran the simulation did not learn much. Therefore, the dashboard includes the colour bar below the history which records the frequency of the warehouse manipulations, from yellow to red (too many manipulations). Students moving plastic shelves on the table is visible, but the variations of frequency of these movements for four teams is not visible.

For this function, the data processes are aggregation and evaluation. Aggregation consists of cumulating answers or behaviours over time and over teams to provide teachers with visualisations (timelines, histograms, etc.) that restore the “at a glance” effect. Simple evaluation processes compare the aggregated data to some thresholds (e.g. more than 5 minutes’ idle time; less than 30% correct responses) or use a colour code from least to most desirable as in Figure 5.5. More sophisticated evaluation methods are, for instance, code synthesis (e.g. highlighting incorrect lines in the code written by learners) and text processing (e.g. finding similarities between texts). The goal is not to intervene in place of the teacher, but to trigger an alert for the teacher, an invitation to pay attention to someone or something. For instance, in Figure 5.5, when the colour bar includes many red periods, the teacher may pause the simulation and ask teams to predict the outcomes of the next simulation before restarting it. This triggers reflective effort. As we previously observed, teams with fewer reflection phases achieved lower learning gains.

Figure 5.5 Teaching dashboard of a logistics lesson

Source: Do-Lenh et al. (2012[1]).
A plausible hypothesis is that, by supporting teachers’ monitoring and intervention for learning tasks and processes that they might otherwise not perceive, dashboards would lead to higher learning outcomes. Evidence supporting this assumption is not abundant at present. In the previous example, Do Lenh et al. (2012[1]) showed that using the dashboard actually led to higher learning gains, but as the dashboard was combined with other orchestration tools, they may not be due to the dashboard itself. The state of research on teaching dashboards still has to mature. Schwendimann et al. (2017[30]) analysed 55 publications on this topic; only 15 included an evaluation in authentic contexts, the majority being based on questionnaires to teachers or learners. Only four of these papers actually measured the effects on learning. A more robust piece of evidence came from an experiment with 286 middle-school students: Holstein, McLaren and Aleven (2018[2]) showed that head-up display dashboards actually led to better orchestration which, in turn, increased learning gains for students using an intelligent tutoring system in mathematics. It is very interesting to zoom in on the relationship between providing a dashboard and the increase of learning gains. Holstein, McLaren and Aleven (2019[31]) observed (Figure 5.6) that the use of the dashboards led teachers to change their time allocation and pay more attention to weaker students, while it was the other way around without the dashboard.

**Figure 5.6 Use of a dashboard to increase learning gains**

![Diagram showing the relationship between dashboard use and teacher time allocation and student performance.](image)

**Note:** The teachers with the dashboard displayed on their glasses (red line) pay more visual attention (vertical axis) to weaker students, i.e. low pretest score (left end of the horizontal axis), than teachers without glasses (control group) or with inactive glasses (placebo group). Shaded regions indicate standard errors.

**Source:** Holstein, McLaren and Aleven (2019[31]).

**Data propagation**

Another orchestration function supported by classroom dashboards and analytics is to feed an activity with the data produced into a different activity. Some examples include:

1. During the first activity, Teams A and B each invent a small math problem. In the next activity, A solves B’s problem and vice versa. The data process is simply to rotate the problem statements across the teams.

2. First, students are invited to enter the country of birth of their grandparents. In the next activity, the teacher shows a map that visualises the migration flows over two generations. The data process is to aggregate and visualise the individual data.

3. Learners collect pictures of mushrooms during a trip to the forest. In the next activity, they work in teams to classify the set of pictures collected by the class. The data process is to aggregate all of the pictures, but it could also include automatic picture annotation from existing mushroom libraries.
The list of examples is infinite and only bound by teachers’ imagination. The "data propagation" function refers to a learning situation where an activity produces objects (or data) that are processed by an operator to feed into a subsequent activity. For physical objects, the operator is physical: in the first example, Teams A and B could simply exchange a sheet of paper. For digital objects, Dillenbourg (2015[32]) proposed a taxonomy of 26 operators that connect 2 or more learning activities. This flow of data across activities, referred to as a workflow, enables rich pedagogical scenarios. It can also create some rigidity, for instance if one team drops out. One challenge is to develop flexible workflows that enable teachers to fix on-the-fly the unexpected events that inevitably populate classroom life.

The two next subsections highlight two specific cases of data propagation that are especially relevant for classroom orchestration: team formation and debriefing.

**Team formation**

A specific function of classroom analytics is to process the data produced by learners in one activity in order to form dynamic teams for a subsequent activity. This function can be illustrated with an often tested pedagogical scenario that scaffolds cognitive conflict between peers (Dillenbourg and Jermann, 2007[33]). It is inspired by socio-constructivist theories that predict that the interactions necessary to overcome a cognitive conflict enhance learning (Doise, Mugny and Perret-Clermont, 1975[34]). In the first activity, each student responds to an online multiple-choice questionnaire. The questions do not have right or wrong answers, but reflect different viewpoints. For each answer, the students have to write a few words justifying their choice. In the second activity, the system produces a specific dashboard, a map of opinions (Figure 5.7, left panel): every answer in the first activity has been associated with an x,y value on the map. The teacher discusses this dashboard with students, who often comment on their positions. The system forms pairs of students in a way that maximises their distance on the map; that is, it finds students whose responses reveal opposite opinions. In the third activity, pairs are asked to answer the same online questionnaire as in the first activity. The environment provides them with the answers and justifications provided individually. In the fourth activity, the teacher uses another dashboard (Figure 5.7, right panel) for the debriefing activity (see Debriefing).

The data operator used for this function consists of maximising differences within teams. This is also the case in the example of Gijlers and De Jong (2005[35]) on learning from simulations: they form teams of individuals who previously expressed an opposite hypothesis in order to reduce the natural bias of designing experiments that confirm one’s own hypothesis.

Another pedagogical scenario could use an operator that minimises the difference among team members, e.g. making teams of learners who made the same error in the previous exercises. Group formation is an example of data propagation in which the data fed into an activity are not the object of the activity, but its social organisation.
Debriefing

The dashboard presented in Figure 5.5 includes a tool (bottom part) that enables the teacher to select two warehouse layouts designed by teams and to compare them in terms of capacity and performance. This allows the teacher to debrief the exploration activities of his/her students. Debriefing means reflecting on what has been done in order to extract concepts or principles to be taught. By comparing warehouses, the teacher will, for instance, illustrate the trade-off between capacity and performance. The dashboard on the right in Figure 5.7 is used by the teacher to push students to explain why they change opinions between the individual and collaborative phases in order to later connect their explanations to the scientific debate.

The role of debriefing activities is a critical orchestration phase in constructivist learning scenarios, based on discovery or open problem-solving activities. These approaches have been criticised by some for being unproductive per se. However, Schwartz and Bransford (1998[36]) or Kapur (2015[37]) showed that, if this phase of exploration is followed by direct instruction, the lesson is actually more effective than the opposite sequence, i.e. if direct instruction is followed by application exercises. The reason is that, during the exploration activity, learners rarely shout “eureka”. More commonly, they get some intuition, some vague ideas, on the basis of which the concepts can later be clarified. They ask themselves questions that will give meaning to the teachers’ lecture. As Bransford and Schwartz (1998[36]) put it, there is a “time for telling”, but this instruction phase has to build on what learners have done during the exploration phase. It should not be a standard lecture disconnected from their experience. This is a very demanding activity for teachers, as it includes improvisation. The “debriefing” function of classroom analytics aims to support this task by collecting the learners’ productions, comparing them, annotating them, etc., and facilitating their exploitation by the teacher.

Timing transitions

Orchestrating learning within classrooms is a very time-constrained process. Teachers permanently compare the remaining class time to the pedagogical activities to be done. In addition, orchestrating rich learning scenarios is difficult while transitioning between activities involving different social levels: individual activities, team activities or class activities, referred to as “social planes”. A typical trade-off is as follows: the teacher had planned to devote 15 minutes to an individual exercise to practice some skill and this skill is required for the next activity, conducted in teams. After 15 minutes, the teacher realises that some learners have not finished their individual exercises. If he/she decides to start the next activity anyway, these late students and their teammates will be penalised. If he/she gives late individuals five more minutes, he/she will have to reduce the time budget of the next activity, and moreover, will have a majority of students wasting time and engaging in off-task interactions. Similar constraints arise when, as in the examples given in section Team formation, individual answers need to be provided in order to make automatic group formations.

One example of classroom analytics that addresses this issue is the “time extension gain”, i.e. the percentage of additional students who would complete the activity if its duration was extended by one single time unit. On the progression chart presented in Figure 5.8, the “time extension gain” corresponds to the slope of the curve (Faucon et al., 2020[38]). When the curves become flat, it is time to move to the next activity. This chart has been used in real time for orchestrating a variety of activities in lecture theatres. Future dashboards are expected to provide more instances of similar time prediction tools, thus supporting teachers to introduce short activities without wasting time.

Teacher self-regulation

Since the input of classroom analytics can be any event in the classroom, classroom analytics can also capture the teacher’s behaviour. So far, learning analytics have not often included the teacher in their analysis since they typically analyse behaviours in a learning environment where the teacher has no or few possibilities of intervening. On the contrary, modelling classroom processes requires modelling the teacher’s behaviour, since the teacher plays a critical role in the teaching and learning processes: how much does the teacher speak, did they distribute verbal attention to all learners, how do they decide to whom they will ask a question, did they walk across the classroom, how varied is the tone of their voice?
For instance, classroom analytics may make a teacher realise that he/she has been speaking much longer than they planned to or that he/she has been neglecting some learners. This enables real-time self regulation, what Schön (2017)[39] called “reflection-in-action”, which is cognitively demanding. More sophisticated analytics can also (or alternatively) be provided after the lesson, supporting “reflection-on-action” that enables the teacher to reflect later on in order to improve his/her teaching over time – a powerful form of professional development.

Prieto, Sharma and Dillenbourg (2015)[40] combined eye-tracking measures and personal questionnaires to estimate the orchestration load of teachers in a classroom. They found that high-load episodes occur when teachers provide explanations or questions to the entire class, often looking at students’ faces in an attempt to assess their progress and understanding, which confirms the relevance of dashboards that provide such information. On the other hand, low-load episodes tended to correspond to individual or small group feedback, during which the teacher often focuses on the students’ worksheets or laptops. By combining eye-tracking measures with other sensors (electroencephalogram, accelerometers, etc.), Prieto et al. (2016)[41] applied machine-learning methods (random forest and gradient-boosted decision trees) automatically characterise the ongoing learning activities. The lesson was following an orchestration graph composed of only two planes: team and class activities. In Figure 5.9, the colour represents the teacher’s activity. The algorithm identified the plane of interactions with an accuracy of 90% but was less accurate, only 67%, for identifying the teacher’s activity based on those digital observations.

Now, any observation tool designed for teacher professional development may quickly drift into a teacher control or evaluation tool. The recommendation for this other touchy ethical issue is to strive for minimalism (capturing only information that may improve teaching) and to trust regulation and education stakeholders’ self-regulation (showing data to the teachers only and not to the school principals, other people in their hierarchy, parents or students).

**Note**: When students are engaged in an activity composed of multiple steps, this dashboard display shows the percentage of students who are doing the activity (blue) and the percentage of students who have completed the activity (red). The vertical bar is the moment when the snapshot was taken. The plain lines on the left are based on observed data while the dotted lines on the right are predictions based on data collected in previous experiments. In this example, the teacher could move on after approximately 300 seconds, when about 95% of the class has completed the activity. Three additional minutes (stopping at 480 seconds) would allow virtually all students to complete the activity, but 95% of the class would have wasted time.

**Source**: Faucon et al. (2020)[38]
As for learning analytics, classroom analytics focusing on teaching are useful if they help teachers reflect on their practice in order to improve it. In another study, Prieto et al. (2017[42]) showed teachers their location in the classroom. One teacher, whose classroom locations during a class are represented in Figure 5.10, was indeed surprised to discover that she neglected the right-hand part of the classroom and offered her support mainly to the left-hand side and middle tables (when not at her desk). This behaviour is not problematic in itself: perhaps students sitting at these tables required more support than those on the right-hand side of the classroom. However, this is a good illustration of how classroom analytics can help teachers identify some characteristics or possible issues in their teaching practice – for example, if they show her that she mainly supports students who are strong academically rather than those who struggle, that she ignores her female students during science lessons, or students with minority or underprivileged backgrounds, etc.

Source: Prieto et al. (2017[42])
**Orchestration**

Classroom analytics aim to facilitate the orchestration of learning activities, which is not a single function, but an umbrella concept that includes many functions. Six of them have been described in the previous subsections. Basically, classroom analytics are designed to empower teachers in the demanding task of conducting rich scenarios; with individual, classroom and class-wide activities; with or without digital tools; considering all of the practical constraints of daily classroom life. The idea of empowering teachers to better orchestrate learning in their classroom can be viewed as provocative in times when many scholars define the teacher’s role as being a facilitator or a guide on the side. Empowering teachers for a better orchestration of learning does not mean increasing lecturing time; it is about supporting them in steering rich learning scenarios, whatever their actual components. Implementing constructivist learning scenarios with 30 learners requires the teacher to feel comfortable with driving the variety of pedagogical activities they include.

Technology can help in different ways. Or not. For example, a typical mistake is to suddenly distribute a tablet to every child in a classroom. This may destroy teachers’ established orchestration habits. What should the learner do? How can the teacher get their attention? Most initiatives to massively introduce technologies in education have failed because the hardware availability was not the bottleneck. The key is to provide teachers with scenarios describing which learning activities they can ask their students to do with technology. The answer is not one or two specific activities, but scenarios that include multiple activities, with or without technology, and embrace the whole classroom life. This is the educational proposition of classroom analytics – a new way to empower teachers in their classroom.

**Perspectives**

This chapter presents a new vision according to which a future classroom could be viewed as a digital system. It proposed the term “classware” to describe such a digital system which captures and supports classroom processes. This is a concept for the years to come. Classrooms are not digital systems yet, and very few classroom analytics today could be described as “classware”. The chapter developed a graphical language to model-integrated pedagogical scenarios, called “orchestration graphs” (Dillenbourg, 2015[32]), as a first step to modelling the flow of data required by classroom orchestration.

Coming back to the car example – or perhaps the “connected home” idea, classrooms within schools could look apparently very much the same as today, but they could be equipped with sensors feeding learning analytics and digital tools that would not only help teachers to orchestrate rich learning scenarios during class, but would also give them feedback on their teaching in real time, and food for thought for improving their teaching, and, as a result, students’ learning outcomes. Before this new schooling model emerges, research and development on classroom analytics and on better understanding the types of dashboards that would make the display of information the most helpful to teachers has to continue. The ethical and privacy issues these developments may raise also need to be addressed.

There are several immediate implications of this vision though.

First, this vision is a thinking tool for decision makers when designing or assessing educational projects. They should favour projects that do not bet on a single pedagogical approach or a single technology. Rather than projects that focus, for instance, on teamwork but neglect the need for individual practice, they should support projects that integrate individual activities, team activities and class-wide activities into consistent pedagogical scenarios. Good development projects cannot be defined by a technology only either, e.g. “virtual reality for X” or “3D printers for Y”. The belief that technologies have intrinsic effects have been proven wrong many times. A promising school or education research project should be defined by pedagogical goals that drive the necessary sequence of classroom activities, whatever technology is supporting these activities and their orchestration at this point only. Technology can help individual learning, but it can also help and empower teachers to mix learning scenarios including activities with no technology, activities carried out with or without technology, or fully digital activities. All of those scenarios are possible, and none is intrinsically superior to the others.

Second, this proposition implies that the design of learning technologies should embed these classroom orchestration functions. Schools will fully exploit the potential of digital technologies only when teachers feel empowered and confident in using them. This will not come rapidly, but could come with the help of technology.
The education technology (EdTech) market is currently structured by competition between various tools, while the integration of digital tools is the condition to build digital ecosystems – and a sustainable EdTech market.

Third, all teacher training programme courses should include some learning on digital learning technologies. Currently, they often include one or two courses on that topic, but digital technologies can and should support any type of teaching.

Finally, policy makers and other education stakeholders have to address regulatory as well as ethical issues regarding classroom analytics. Everything that can be done within a regulatory framework is not necessarily desirable. Greater collaboration between researchers in learning sciences and in data protection should occur and inform regulation and ethical practice.

The road for learning technology and classroom analytics to reach their maturity is still long. But we may see the light at the end of the tunnel much sooner than many expect.
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This chapter explores the role of technology in supporting students with special needs. The support ranges from helping disabled students to access the curriculum to providing disability specific support so that students can participate in inclusive school settings. After highlighting the importance of supporting students with special needs, the chapter shows how technology can support a variety of special needs. It then focuses on three cutting-edge technologies which aim to: 1) support the development of autistic children’s social skills, 2) diagnose and support students with dysgraphia and 3) provide access to graphical materials for blind and visually impaired students. The examples highlight the importance of involving students and stakeholders in the design of the solutions and the need for developers to consider affordability as a key element of their development.

Introduction

The role of technology in providing support to students with special needs is widely recognised, and there is evidence for the effectiveness of both particular hardware platforms, such as mobile devices (Chelkowski, Yan and Asaro-Saddler, 2019[1]; Ok and Kim, 2017[2]) as well as numerous specialised software and apps. Educational technologies are likely to play an increasingly pervasive role for students with special needs, with educators called to keep abreast of technology developments so as to make informed decisions on the use of such technologies in the classroom (McLeskey et al., 2017[3]).

Interestingly however, despite the plethora of educational technologies for special needs (see, e.g. Cheng and Lai, 2020[4]; Erdem, 2017[5] for recent reviews), few could be considered to be “smart”. In parallel with this, there is a significant and longstanding body of work in the area of artificial intelligence and education (for recent reviews, see Alkhatlan and Kalita, 2018[6]; Chen, Chen and Lin, 2020[7]) as well as clear evidence of the effectiveness of intelligent tutoring systems above and beyond other forms of computer-based learning (Kulik and Fletcher, 2016[8]). However, there is a dearth of educational artificial intelligence (AI) systems which target students with special needs.

Indeed, a review of articles published in the International Journal of Artificial Intelligence in Education in the past five years did not uncover any which focused on inclusion, accessibility or special educational needs. As noted by Kazimzade et al. (2019[9]), although adaptive educational technologies and inclusion, in the broadest sense, are two key considerations in the current educational landscape, they intersect more seldom than one would expect.

It is difficult to say why there is so little overlap between these two areas. When considering educational provision for children with special needs, the World Health Organization (2011[10]) has highlighted the need to adopt more
learner-centred approaches, which recognise differences in the way that people learn, and are able to flexibly adapt to individual learners. As such, this seems like the ideal opportunity to explore the ways in which already established and newly emerging methods and approaches in the field of AI and education could be extended and adapted to provide support for children with special needs.

The potential of smart technologies to serve and support students with special needs is particularly important in light of the likely increase in students identified with such needs. In 2000, the OECD estimated that at some point during their schooling, approximately 15 to 20% of young people would be considered to have a special educational need (OECD, 2000[11]). Twenty years on, this figure is likely to be even higher, given that the recognition of disability among children has been increasing steadily year on year (Houtrow et al., 2014[12]). Although the rate of physical disabilities has decreased over time, there have been significant increases in the rate of developmental disabilities (Zablotsky et al., 2019[13]) with the latter now estimated to affect 17.8% of children in the United States (Zablotsky and Black, 2020[14]).

There are a number of possible reasons for this increase, including changing definitions of what constitutes a particular disability (in the case of autism, Volkmar and McPartland (2014[15]) provide a detailed account of changing conceptualisations since its first formal description in 1943) as well as improved access to diagnostic services. An in-depth consideration of these phenomena is beyond the scope of this report, however, it is important to highlight two issues. Firstly, given that more than one in six children are now considered to have a developmental disability, it is extremely likely that any mainstream classroom will have at least one student, and probably more than one, who will require additional resources to support their learning. Secondly, the steady increase in diagnostic rates may continue as we uncover additional forms of disability and become more accurate at identifying those we already know, further increasing the number of children who will require additional support.

In an educational context, disabled children are at a disadvantage compared to their typically developing peers. According to the World Health Organization (2011, p. 208[10]), “despite improvements in recent decades, children and youth with disabilities are less likely to start school or attend school than other children. They also have lower transition rates to higher levels of education”, a trend which continues (UNESCO Institute for Statistics, 2018[16]). This, in turn, has long-term negative impacts on people’s futures, potentially affecting their integration within society, and career prospects. For example, in the UK, only 16% of autistic adults are in full-time paid employment, despite the fact that 77% have expressed a desire to work (National Autistic Society, 2016[17]). Furthermore, of the small minority who are in employment, over half feel that their jobs do not make use of the skills they actually possess.

A final important consideration is that, given this increasing rate of identified developmental needs, supporting students with special needs increasingly intersects with the broader equity agenda. The development of technologies that help diagnose and address student disabilities (e.g. dyslexia, dysgraphia, dyscalculia, some hearing or visual impairments) will help close the achievement gap and improve learning outcomes within countries.

In this report, I consider the near future of developing “smart” technologies for students with additional needs, by focusing on three case studies and drawing conclusions for future work. Before doing so, I consider definitions of disability and special needs, and their intersections with education and with technology, in more detail below.

**Education, technology and special needs**

Broadly speaking, special needs support in an educational context refers to support for needs that a disabled child may have that are different to those of their typically developing peers (see Box 6.1 for terminology). Providing effective support for special needs is complex, and requires careful thought and planning. Students’ needs change over time due to various factors (their individual developmental trajectory, previous support, etc.). Their needs may become more or less pronounced, requiring an ongoing assessment of what support is appropriate at any given time. Co-morbidity, defined as having more than one disability (also termed ‘multi-morbidity’ depending on the source), is another complicating factor.
Box 6.1 Conceptions of disability and special need support

There are no agreed definitions of disability or special needs and furthermore, the relationship between the two is not always straightforward. Definitions vary by country, and are categorised and classified in different ways. Diagnostic processes and pathways also vary, both within and across countries, and change over time. However, it is important to have a basic understanding of differing perspectives on the nature of disability, as they have significant implications for learning and education.

As our understanding of disability changes and develops, so too does the terminology used to describe it, which has led to different models of disability (Marks, 1997[18]). Traditional models, such as the medical model, focus on "impairment", and locate the source of that impairment within the individual, often with a view to trying to provide a "cure". In contrast, social models look at the intersection between individuals and their environments and, in particular, at the ways in which a particular environment might act to produce an impairment. For example, a wheelchair user within the medical model might be considered to have a prima facie impairment, whereas within the social model, the impairment could be considered to arise from the fact that a given building does not have ramps or lifts, rather than being an intrinsic characteristic of the individual.

Furthermore, certain terms can have negative connotations, such as "disabled", which implicitly suggests that most people are "abled". This can lead to stigma and exclusion (Sayce, 1998[19]). Proponents of the term "neurodiversity" (originally coined by Singer (1999[20]) in reference to autism, but now used more broadly for a number of conditions including attention deficit hyperactivity disorder (ADHD) and dyslexia) consider these conditions to be neurological variations which have both positive and negative aspects. They reject attempts at "normalisation" and instead argue for a deeper understanding of these different ways of being in, and interacting with, the world.

It is important to recognise the tensions inherent in these different views of disability, and the ways in which they shape our perspectives on the types of support that are necessary, and the types of technologies that are designed as a result.

The additional resources needed to provide this support can take a number of forms, including financial resources, personnel resources (e.g. additional teachers, or teaching assistants), or material resources. This chapter focuses on the latter type of resource, considering how technologies, and smart technologies in particular, contribute to support students with additional needs.

Although there are numerous ways of further categorising this support, it can be useful to consider the aim of the support along a continuum. At one end are technologies designed to facilitate access to the curriculum and allow disabled children to participate in typical classroom learning activities. In this case, the technology allows children to access the same curricular content as their typically developing peers. As an example, providing blind or visually impaired (BVI) students with technologies that have text-to-speech capabilities will allow them to access (at least some of) the curricular materials used by their peers, making it easier for them to learn in an inclusive school setting.

At the other end of the continuum are technologies designed to address and provide support for issues related to the child’s disability. In this case, the content of the intervention is typically not part of the standard school curriculum. An example of this type of technology would be interventions for autistic students which are designed to support the development of their social and communication skills. Technologies at this end of the continuum tend to be more contentious: as mentioned above, differing perspectives on disability can lead to debates around the types of interventions and technologies that might best support disabled children. Often these views are implicit, but nonetheless drive the development of educational technology, influencing decisions about what types of support are needed, and why.
As an example, a recent review of technologies for autistic children found that the majority focus on social skills training (Spiel et al., 2019[21]), which implicitly suggests that this is the area of most concern for parents and educators (even though it may not be). The authors maintain that many of these technologies require children to “learn the modes of interaction that are deemed as appropriate by neurotypical adults without the adults having to learn how the autistic children might want to engage...” (Spiel et al., 2019, p. 18[21]).

At the same time, the authors do acknowledge that having such skills might provide autistic children with strategies for coping in a neurotypical world. It may be that increased coping skills might, in turn, lead to improvements in mental well-being, and indeed, this seems to be the case, with interventions targeting social skills also reducing both depression and anxiety (Rumney and MacMahon, 2017[22]).

Finally, it is important to note that many of the technologies designed primarily to provide support for the specific aspects of a child’s disability may well have a secondary effect of improving access to the standard curriculum. For example, providing support for social and communication skills for autistic children (support for special needs) may well help them to participate more easily in curricular activities which involve group work and collaboration (access to curriculum). Similarly, technologies designed to support children with ADHD with self-regulation skills, such as the ones described in Box 6.2 (support for special needs), may well lead to them being able to engage with more of the topics being taught, or to engage with them in more depth (access to curriculum).

Box 6.2 Technologies supporting students with attention deficit hyperactivity disorder (ADHD)

Technologies designed for students with ADHD focus on different aspects of the condition, for example self-regulation (i.e. learning to manage one’s thoughts, behaviours and emotions). The technologies described below are not yet widely used, but are in test phases in various countries.

A key component of self-regulation is emotional regulation, which involves learning to recognise one’s emotions and manage them in a way that is appropriate to the situation. One way of emotionally regulating and reducing stress is through breathing exercises. However, children may not find the exercises engaging or motivating. ChillFish, a Danish solution, is a biofeedback game in which children use a breath-based game controller to control the movements of a fish on the screen. The aim is to help the fish to collect as many starfishes as possible, achieved through slow, continuous breathing patterns (Sonne and Jensen, 2016[23]; Sonne and Jensen, 2016[24]). ChillFish’s impact was measured using Heart Rate Variability (HRV) and electrodermal activity and was found to be as calming as regular relaxation exercises for ADHD students.

Researchers in the United States are currently developing a smartwatch/smartphone application called CoolCraig (Doan et al., 2020[25]) to support co-regulation (where parents and teachers provide support such as helping redirect a child’s attention, helping them initiate tasks, giving praise, etc.) of children with ADHD. Parents and teachers can use the CoolCraig app on their phone to set goals for the child, who can then select a goal from his/her smartphone. Once the goal is achieved, the parent or teacher receives a notification, and the child receives a set number of points determined by the adult, which can later be exchanged for a reward. CoolCraig also helps with emotional regulation by asking children to report on their current emotional state (using a colour-based system). The system can offer appropriate suggestions (e.g. “take a deep breath”) and also allows children and adult to see a visualisation of their moods over time, which can encourage reflection.

Although the researchers feel that the approach behind CoolCraig may be of benefit, their preliminary design work with children with ADHD also uncovered a number of challenges (Cibrian et al., 2020[26]). Among them were children’s hesitations about whether an app would be the best way of receiving support (rather than through a parent or teacher), their concern that the support may actually be a distracting factor, their fear of stigma and potential embarrassment (not wanting to receiving alerts or notifications in front of friends), and their desire for privacy (not wanting to be obliged to share their personal information with their parents and/or teachers). Such issues make it crucial to listen to children and understand their lived experiences when designing technology to support them, otherwise the technology runs the risk of not having the desired impact.
Some examples of learner-centred approaches to smart technologies

How can technology support the need for flexible, adaptable and learner-centred approaches for children with special needs (World Health Organization, 2011[10])? In this section, I describe three such approaches, focusing on autism, dysgraphia and visual impairment respectively.

The ECHOES environment

ECHOES (Porayska-Pomsta et al., 2018[27]) is a technology-enhanced learning environment designed to scaffold autistic children’s exploration and learning of social communication skills through a series of playful learning activities, some of which involve a virtual character with which the child can interact. The target group for ECHOES is children with a developmental age of between 4 and 7 years (note that in the case of autistic children, their chronological age may be much higher as a result of having additional learning difficulties).

The ECHOES environment (Figure 6.1) was designed to run on a large multi-touch screen with sound output. Children can sit or stand in front of the screen, and physically interact with the system by dragging, tapping and shaking objects.

Interactions are set within a “magic garden” where the objects within the garden have unusual properties designed to spark curiosity and encourage exploration. For example, touching and dragging a flower head detaches it from its stem and transforms it into a bouncy ball. The magic garden is also home to Andy, an intelligent agent, with whom the child can play and interact. Andy acts both as a guide to the child, explaining activities and providing support, and also as a peer, taking turns with the child in activities such as a sorting task.

Autism is a lifelong, neurodevelopmental condition that affects the way in which a person interacts and communicates with others, and the manner in which they experience the world around them (National Autistic Society, 2016[28]). Social and communication difficulties are one of the hallmarks of autism and, given that autism is a spectrum condition, these difficulties will manifest in different ways at different points on the spectrum (e.g. they might range from difficulties in understanding the give and take of a typical conversation to not initiating communication at all). There can also be marked differences between individuals considered to be at the same point on the spectrum, and even within individuals at different times (for example, in situations of stress or anxiety, these difficulties are likely to be exacerbated).

Figure 6.1 The ECHOES environment

Source: ECHOES picture and video database (reproduced with permission).

Social and communication difficulties can have a profound and sustained impact on an individual’s social and emotional well-being, leading to issues with making and maintaining friendships (Kuo et al., 2013[29]), resulting in loneliness (Locke et al., 2010[30]), isolation (Chamberlain, Kasari and Rotheram-Fuller, 2007[31]) and a significantly increased likelihood of being bullied (Cappadocia, Weiss and Pepler, 2012[32]). Over time, these difficulties can have
a profoundly negative effect on children’s mental health (Whitehouse et al., 2009 [33]), and their sense of self-worth and self-esteem (Bauminger, Shulman and Agam, 2004 [34]). Furthermore, these difficulties persist throughout an individual’s life, with many autistic adults reporting a marked sense of isolation, despite their desire to be more engaged with others (Müller, Schuler and Yates, 2008 [35]).

ECHOES is based on the SCERTS model (Social Communication, Emotional Regulation, Transactional Support) (Prizant et al., 2006 [36]). One of the overall goals of SCERTS is to support autistic children in developing competence and confidence in social activities. A particularly unique aspect of SCERTS is that it aims to identify children’s strengths and build on those in developing further skills.

Another interesting aspect of SCERTS is what it terms "transactional support", which considers the role of the child’s environment, including the people in that environment, in supporting the development of the skills in question. Children will be more successful in developing social competence when the environment can adapt to their particular needs so as best to support them (and this includes social partners: children’s social competence increases when they are surrounded by partners who are understanding, supportive and enjoy interacting with them).

In terms of social communication, the SCERTS model focuses on two key foundational skills, namely, joint attention, and symbol use. Joint attention refers to the ability to share attention, emotion and intention with partners, engage in turn-taking and reciprocal social interactions. Symbol use includes using objects, pictures, words or signs to represent things and share intentions, and the ability to use objects in play.

In designing the virtual environment, the ECHOES team chose a participatory approach involving the widest range of stakeholders, including parents, carers, practitioners, teachers and, most importantly, autistic children (see, e.g. Frauenberger, Good and Keay-Bright, 2011 [37]; Frauenberger et al., 2013 [38]).

The aim of ECHOES was to create an environment in which children’s strengths and abilities can be discovered and built upon, and it comprised both exploratory and task-focused activities. The exploratory activities were designed to give children a sense of autonomy and agency within the environment, while the task-focused activities provided opportunities for the agent to model initiation and response behaviours to the child. An example of the former would be taking turns with the virtual agent, Andy, to sort a fixed number of differently coloured balls into the appropriately coloured boxes. In the case of exploratory activities, there was no such fixed end point: examples include taking turns with the agent to shake clouds, which in turn causes it to rain, and for flowers to grow (see Figure 6.2). In these cases, the practitioner can use child interest and engagement in order to decide how long the activity should last, and when to move to a different activity.

The actions and behaviours of the intelligent virtual character, Andy, are underpinned by an autonomous planning-based agent. The planner works at both the reactive level and the deliberative level. The deliberative level is concerned with longer term plans related to a particular learning activity. For example, if the long-term goal within the activity is to encourage the child to pick up a basket, the deliberative level will focus on the set of actions that Andy needs to execute in order to encourage this to happen. By contrast, the reactive level refers to generating agent reactions to the child’s immediate interface actions (e.g. what the child is touching, for how long, whether it is the right object, etc.).

Although the system can perceive a child’s touch behaviours, and respond accordingly, it cannot detect other aspects of the child’s interaction with the system or general behaviours and, as such, is unable to determine when it might be appropriate to repeat a particular activity (because the child is finding it soothing or enjoyable), move to another activity (because the child is bored or frustrated), or stop the session.

Instead, these decisions are made by the practitioner accompanying the child by using a specially designed practitioner interface. The practitioner interface is accessed on a separate screen from the main ECHOES touch screen so as not to distract the child. The interface allows the practitioner to control the choice, duration and sequencing of the learning activities. The practitioner can also use this screen to prompt the agent to repeat a behaviour, or to move on, where necessary. Thus, action within the ECHOES environment is driven by a combination of practitioner/researcher expertise and the system’s intelligent planning.
As noted above, the team used a participatory design process, with the aim of involving end users in the design of the system as much as possible. One way of involving autistic children, where standard methods of gathering feedback such as focus groups and interviews would be inappropriate, was to quickly design prototypes and observe how children used them. In one such case, this led the team to completely reconceptualise the role of ECHOES within the broader context. It was initially envisaged that the primary social interactions would occur between the child and the social agent, and the study setup was arranged accordingly, with the researcher in retreat, and out of the line of sight of the child. However, from the initial prototype testing, the research team noticed that children often turned to the researcher or practitioner to share affect with them, or to initiate a conversation, typically about something happening in the ECHOES environment. This led to the reframing of ECHOES in a broader context, recognising the importance of the adult as another social partner, and arranging the setup to make it easier for the child to interact with the adult(s) in the room (see Figure 6.3).

**ECHOES: Findings**

The natural exchange of social interaction includes verbal and non-verbal initiations (e.g. asking a question, making an observation, pointing to something to draw another person’s attention to it) and responses to those initiations (e.g. answering a question, nodding, following the person’s pointing gesture to the object of interest). Although autistic children typically experience difficulties with both types of social interaction, initiations are typically more difficult than responses.
In evaluating the ECHOES environment, the team were interested in determining whether, when using ECHOES, autistic children showed an increase in initiations and responses, and whether there were differences in whether these social interactions involved either the agent or the human practitioner. Another research interest lay in understanding whether any increases transferred outside the ECHOES environment (in this case, in a free play session with a practitioner).

Interestingly, when children interacted with ECHOES, their initiations increased over time, and to both the human and the agent (although this increase was not statistically significant). Children’s responses to the human partner also significantly increased, but their responses to the intelligent agent decreased. These increases in initiation and response behaviours did not, however, transfer to the free play session.

These are interesting findings, with particularly interesting implications for the use of technology in an educational context. The increase in initiations is positive, and it is also interesting to note that, over time, children responded more to the human partner, but less to the agent. This suggests that they were aware of the limits of the technology, realising that Andy could only detect their response if it was expressed through touch, unlike the human partner.

Above and beyond the changes in initiations and responses, one of the interesting findings emerging from ECHOES was the fact that the children seemed to genuinely enjoy interacting with it. As noted above, although the team initially imagined that children would interact primarily with the virtual agent, they noticed that children often wanted to share their experience with someone in the room (as in the case of the child in Figure 6.3 expressing their enjoyment with one of the researchers).

This likely explains two things with respect to the results: firstly, social communication may have increased within the ECHOES setting because the on-screen interactions provided the child with things they felt were “worth communicating about” (Alcorn, Pain and Good, 2014[40]). This would also explain the decrease in social communication behaviours once they were no longer using ECHOES. This suggests, firstly, thinking about how we can design technologies which, rather than taking a drill and practice approach to skills learning, aim to provide experiences that are engaging and motivating. Ideally, where possible, we should be thinking about how to make these experiences enjoyable, where learning is embedded in, for example, environments which allow for playful, self-directed exploration (Mora-Guiard et al., 2016[41]) or playful multisensory learning experiences (Gelsomini et al., 2019[42]).

Secondly, rather than considering technology as a discrete entity from which the child transfers skills into the “real world”, it makes more sense to think about how children’s experiences with learning technologies can effectively be embedded and integrated within the broader educational environment. As such, it is important to understand human-computer systems as forms of social systems, and consider them in the round.

**Dysgraphia: diagnosis and beyond**

As noted above, the field of special needs and disability is vast and wide-ranging, encompassing both physical disabilities as well as cognitive and neurodevelopmental disabilities. The diagnosis of any disability will require specialist input and assessment. However, certain disabilities, such as dyslexia or dysgraphia, for example, may only become apparent in an educational setting, therefore, the presumption of a potential disability may begin with teacher concern.

The process of obtaining a diagnosis for a special need is typically extremely time-consuming, lengthy and stressful for both children and their families. At the same time, early intervention, specifically targeted to an individual’s needs, is often key to helping the child develop and progress. As such, any tools that might help teachers to recognise the early signs of a potential disability and support the child and their family in seeking a specialist diagnosis could have a huge impact on a child’s education, and their future. This is not to suggest in any way that teachers themselves should be carrying out a diagnosis. However, in the course of the diagnostic process, the teacher’s perspective is often sought as one input into the diagnostic process, usually in the form of a report, questionnaire, etc. As such, if tools were available to allow teachers to more quickly recognise differences in a child’s development within an educational setting, it could potentially allow families to initiate the diagnosis process more quickly. Furthermore, providing specialists with more detailed information than would otherwise be the case might also allow diagnoses to be made in a more timely fashion.
A team at the EPFL in Lausanne has developed a system for detecting dysgraphia in children which has shown very promising results (Asselborn et al., 2018 [43]; Asselborn, Chapatte and Dillenbourg, 2020 [44]; Zolna et al., 2019 [45]). Dysgraphia refers to difficulties with handwriting, that can manifest as distorted writing and difficulties forming the letters correctly, with letters sometimes written backwards and/or out of order. Associated problems with spelling may also be present.

Dysgraphia is typically diagnosed using one of a number of standardised tests. Although there are variations across the tests, all involve the child copying some text, which is then assessed by an expert in order to determine legibility (by measuring it against a set of criteria) and efficiency (by counting the amount of text which is produced within a given period of time) (Biotteau et al., 2019 [46]).

The disadvantages of such tests are that they are subjective and expensive. Furthermore, their focus is primarily on the output, i.e. the written text, rather than on the processes used to arrive at that output. Asselborn and colleagues have developed a machine-learning algorithm which can detect dysgraphia, and which runs on a standard, commercially available tablet. In order to develop this tool, they first collected data from almost 300 children (both typically developing and those diagnosed with dysgraphia), who were asked to copy text onto a tablet with a sheet of paper overlaid on the surface (to mimic typical writing practices). They then used part of this data to train a machine-learning classifier to detect dysgraphia, and the remaining data to test the accuracy of the classifier. They were able to detect dysgraphia with a high degree of accuracy (approximately 96% in the study reported in Asselborn et al. (2018 [43])).

In the process, they were able to extract 53 features which describe various aspects of a child’s handwriting, such as pen tilt, amount of pressure, speed and changes in speed. They were then able to determine which of these features were most discriminative, in other words, which ones distinguish handwriting from children with dysgraphia as compared to typically developing children.

One of the real advantages of the system is the fact that it does not require any specialist hardware: it works on a commercial graphics tablet, meaning that it is low cost, and potentially usable by non-specialists. Furthermore, compared to traditional methods of diagnosing dysgraphia, the system can analyse the process of writing, rather than just the product. The features identified above, such as pen pressure, pen tilt, etc., can provide a more finely grained analysis of the difficulties the child is experiencing, rather than simply identifying whether or not a child is dysgraphic. This then means that the child’s support needs can be addressed in a much more specific and targeted way.

These findings have been taken forward in the form of Dynamico (www.dynamico.ch/), a tablet-based app which will soon be commercially available. Designed for an iPad and an Apple Pencil, Dynamico supports children with handwriting difficulties in multiple settings, and can be used at home, in the classroom and with therapists. The app includes tools which can analyse children’s writing in 30 seconds, and then allow therapists to create a personalised remediation programme for the child, based on the results of the analysis. Teachers are also able to use the tool to create individualised sequences of learning activities for each child in the classroom. The tool can also be used at home, with teachers and/or therapists able to monitor the child’s progress remotely. From the child’s perspective, the activities take the form of games which have been designed to be playful and engaging. Figure 6.4 shows a screenshot from the app where children use the stylus to practice their letter tracing skills: doing so moves the raccoon from start to finish, and rewards for precise tracing can be collected along the way.

In addition to dysgraphia, technologies are also being designed to support students with dyslexia and dyscalculia: Box 6.3 provides some examples.
Box 6.3 Smart technologies for dyslexia and dyscalculia

There are a number of technologies which can provide support for students with dyslexia, ranging from generic tools which can be used within an educational context, to those that are designed specifically for educational use. A good example of the former are web browser plugins which aim to facilitate reading by giving users the ability to change aspects of the web page such as background colour, font size, word spacing, etc. One such example, Help me read! (Berton et al., 2020[47]), also provides an “easy reading mode”, which highlights and magnifies a single word of text at a time, allowing users to focus on each word, and move to the next at their own pace.

The use of smart technologies to diagnose dyslexia is also gaining traction. Interestingly, the diagnosis of dyslexia can be more or less difficult depending on the language. Languages differ in terms of the consistency of the relationship between grapheme (letter) and phoneme (sound). In languages with less consistent relationships, such as English, children with dyslexia may struggle more when learning to read, whereas in languages with a more consistent relationship, such as Spanish, dyslexia may not be picked up until much later, thus reducing the possibility for early intervention. Researchers in Spain and the United States have developed Dytective, an online game using machine-learning algorithms which was able to correctly diagnose dyslexia in Spanish speakers with over 80% accuracy (Rello et al., 2016[48]), thus increasing the potential that children can get the support they need as early as possible.

In addition to detection and diagnosis, smart technologies can also support the development of skills in children with dyslexia. Such technologies include PhonoBlocks (Fan et al., 2017[49]), a system incorporating 3D tangible letters which children can physically manipulate to spell words. The letters have the ability to change colour depending on the sound that they make in a given word. For example, the colour of the letter A is yellow in the word “fad”, but changes to red in the word “fade”, thus providing support for the child to better understand the relationship between the letter and the sound that it makes, as well as the ways in which these relationships can differ.

Contrary to dyslexia, there are very few new technologies designed to support students with dyscalculia (a difficulty with the comprehension of numbers and mathematical calculations). However, a research team in Germany has recently developed a system called Hands-On Math, which aims to support children in learning to use their fingers to represent numbers and perform simple calculations (Erfurt et al., 2019[50]). Typically, this is taught in one-on-one sessions with a trained practitioner, meaning that children have limited access to such support. The system developed calls out numbers or simple mathematical calculations which the child needs to represent using their fingers. By wearing gloves with markers attached to each finger, the system can use a camera to track the child’s calculations and determine if they are correct. Hands-On Math is currently in development and has received very positive reviews.
Chapter 6

Serving students with special needs better: How digital technology can help

Box 6.4 Technology supporting blind and visually impaired students

A number of technologies support the educational needs of blind and visually impaired (BVI) students.

The first type is hardware which could help BVI students in both note-taking and reading. Such solutions are used in both low- and high-income countries. Portable refreshable Braille display devices featuring refreshable six- or eight-dot Braille cells allow BVI students to have access to written learning materials and books in Braille. This technology works for many languages and reads texts in Braille (mere reader) as well as translates other text formats from a variety of applications (Braille translator) – and allows for printing on Braille printers. They can work with other devices using Bluetooth or USB and thus allow teachers to interact with their BVI students using compatible apps on their smartphone, computer or tablet – providing teachers with real-time text translation of the Braille being read or written by the students on the device (or vice versa). Braille Me, BrailleRing, and Orbit Reader are examples of such devices. For example, eKatibu, EdTech Hub and the Leonard Cheshire foundation used the Orbit Reader 20 in the Kenyan Nyanza region during the COVID-19 school closures in conjunction with a teacher-training programme to ensure that blind and visually impaired students continued to learn (see https://edtechhub.org/2021/01/08/using-innovative-methods-to-train-teachers-of-blind-children-what-we-learned/).

Another type of device based on AI technology and designed to support BVI students (and people) is the Finger Reader, a wearable device worn as a ring around the index finger that reads aloud whatever one points it to thanks to its camera, text recognition and text-to-speech algorithms (Shilkrot et al., 2015[52]).

Other forms of technology are software-based and use regular computers to boost the independence of visually impaired students. For example, SuperNova allows users to use magnification, announce punctuation, replace difficult colours, increase verbosity, hear webpages, and turn on Braille. This system allows the user to hear characters and words aloud as they type, and reads aloud web pages, applications, documents and emails to the user. Programmes that support reading in this manner are a key way for visually impaired students to be more self-sufficient in a regular classroom setting and are used throughout the world for such purposes. Beyond SuperNova, examples of such programmes are Jaws, Microsoft Narrator, NVDA, Orca or Window Eyes. Besides aiding blind or visually impaired students, this technology can also support students with dyslexia or related forms of learning difficulties.
However, both text-to-speech capabilities and refreshable Braille displays are designed to work with text-based materials. There is no analogous low-cost solution for graphical representations, meaning that access to graphical content for BVI individuals remains a challenge. On web pages, alt-text (alternative text) can be used to provide a textual description of an image, which is then read out by the screen reader. However, these alt-text descriptions are sometimes missing (as they are reliant on the content creator of the web page to include them in the page’s source code) and often vary in quality (as the content creator has free rein in deciding how best to describe the image).

Recent research, although not education specific, but relevant and certainly timely, suggests a further reason for such difficulties. In a study on access to public health information about the COVID-19 pandemic, Holloway et al. (2020) found that over 70% of the websites they surveyed used graphical representations to convey information about the pandemic (for example, visualisations of real-time statistical data). However, less than a quarter included alt-text information for these graphics, not because the web page creator did not include them, but because graphics which are interactive, or automatically updated, do not support alt-text. This means that important information which is present in these visualisations is inaccessible to BVI users.

This gap in access to graphical information seems to be widening unfortunately, as graphics are increasingly being favoured over text as a way of exchanging information (Gorlewicz et al., 2018), and providing information in a digital format is both easier and more cost effective as compared to paper-based alternatives. Paradoxically, novel interactive technologies for learning may further decrease potential access to information for BVI children, given their reliance on visual content and interactions such as drag and drop (Metatla et al., 2018). Particular curriculum subjects also present challenges. In some subjects, graphical information might be purely illustrative, or supplement textual information, however, in other subjects, it is difficult to present some types of information in any other way. This is particularly the case for STEM subjects, with their heavy reliance on representations such as charts and graphs.

One approach to graphical access for BVI relies on touch, similarly to Braille. Tactical graphics can be created by using an embosser, which raises the elements of the graphic so that they can be perceived through touch, or swell paper, which uses specialised paper and heating machines to cause the printed parts of an image to swell, again, becoming perceivable through touch. However, the output of such systems is static, meaning that a new graphic would need to be created if there were any changes or updates. Given the importance of dynamic graphics in education (e.g. understanding how changes to \( m \) affect the slope of a line in the equation \( y = mx+b \)), it’s clear that these types of graphics represent only a partial solution.

In order to create dynamic graphical displays, similar technologies to refreshable Braille displays have been developed using pin arrays which allow BVI users to explore the graphic through touch. However, these solutions rely on bespoke hardware and are extremely expensive. Even newly released technologies, e.g. Graphiti (https://www.orbitresearch.com/product/graphiti/), which uses an array of pins which can be set to varying heights to convey topographical information, still take the form of specialised hardware. Although the aim is to eventually be able to reduce the price of purchasing Graphiti to USD 5 000 as a result of bulk orders, this still represents a significant expense for a school, particularly for a piece of hardware that can only be used for one purpose.

In summary, providing access to dynamic graphics which does not require specialised hardware is a major and yet incredibly important challenge. It could be transformative not just in the educational sector, but in almost every aspect of the daily life of a BVI individual.

**Promising approaches**

In trying to address the issue of graphical access in a way which benefits the greatest number of users, Gorlewicz et al. (2018) make the case for using touchscreen-based smart devices such as phones or tablets as the hardware platform.

There are a number of advantages to such an approach. Firstly, the hardware platform is low in cost, readily available, and is already widely used by a significant proportion of the intended user group.

Furthermore, these devices already have the inbuilt capacity to provide information through multiple modalities, including visual, auditory and tactile modalities. In the case of BVI users, the fact that almost all touchscreen
devices include a sound card and speaker, and text-to-speech capabilities, means that they can provide auditory access to information. Furthermore, the fact that many touchscreen displays also have vibratory capabilities gives them the capacity to provide vibrotactile feedback. Although this type of feedback is not typically used as a primary form of interaction with a device, there is no reason it could not be and, in the case of BVI users, it offers an additional modality through which to provide information.

As such, this approach offers advantages over current solutions such as tactile graphics displays, which only present information through a single modality: touch. And the fact that these features are already present in most touchscreen devices potentially eliminates the need to create expensive, specialised hardware which can only be used for a single purpose.

Gorlewicz et al. (2018) envisage a display such as the one shown in Figure 6.5. In this case, textual information in the bar graph can be converted to auditory information, while the graphical, spatial elements of the graph (in this case, the bars) can be conveyed through vibratory feedback. This represents an obvious strength over systems which can only provide both types of information inherent in a graphic through a single modality.

In this example, although the technology exists to provide a potential solution to a key issue, further research is needed before such a system can become a reality. In particular, Gorlewicz et al. (2018) note the need for research into understanding how people encode, interpret and represent graphical information which is presented via non-visual channels. Although they note that previous research has considered these issues in relation to tangible (i.e. raised) graphics, the results may not be applicable as the touchscreen does not offer a similar tangible experience and is therefore likely to trigger different sensory receptors. At the same time, a recent study comparing the use of touchscreen-based graphics to embossed graphics showed that there was no significant difference in performance (Gorlewicz et al., 2020), suggesting that this is a promising area to continue to explore.

**Looking to the future**

The research described in this paper suggests three promising avenues in terms of developing and deploying smart technologies that could have the most potential impact in the lives of learners with special educational needs. The first is a more holistic development of smart systems, considering the need, the user, and the context of use. The second is creating smart systems using technologies which have the highest chance of being available to the intended users (“smart systems for all”). Finally, systems which incorporate a blend of human and artificial intelligence have great promise, and it is important to consider how to go about achieving the optimum blend. I consider these in turn below.
**Holistic smart systems**

If we want to see a real impact of smart technologies to support children with special needs in the short to medium term, we should prioritise the development of "holistic smart systems" by which I mean technologies that 1) address a real need, and are designed with an understanding of both 2) the end users and 3) the context of use. Neglecting any of these aspects is likely to lead to technologies that are either not adopted in the first place, or are quickly abandoned.

**Address a real need**

As we have seen above, there is a pressing need to support learners with special needs. There are vast pockets of need, and some types of disabilities receive less of a research and development focus than others (e.g. dyscalculia). Although it is clear that technology plays, and will continue to play, an increasing role in providing support for learning with special needs, it is important to take the time to understand what is really needed, rather than rely on the carers’ or vendors’ sense of what is needed. Equally, it is important to consider where the greatest potential impact lies: the case of access to graphical content for BVI users is one such example where providing a readily available and low-cost solution could have a hugely substantial impact, both within and beyond the classroom.

**Design for users**

The World Health Organization (2011[10]) highlights the importance of ensuring that the voices of disabled children are heard, while acknowledging that this is frequently not the case unfortunately, and the same holds true for the design of new technologies.

Involving children with disabilities in design activities leading to smart technologies supporting their education may present additional challenges (e.g. how to ensure that the needs and desires of non-verbal children can be expressed during the design process), however, the fact that their needs and desires are likely to be very different from the adults actually designing the technology makes it all the more important to do so. Fortunately, there is an extensive body of work which has considered participatory design with children with various types of disabilities: Benton and Johnson (2015[57]) provide a good overview.

In addition to the voices of the children, it is important to involve teachers in the design of any educational technology. For a start, they have unique insights and expertise in supporting children with special educational needs, and will be able to provide their views on what is likely to work, and what isn’t (see e.g. Alcorn et al., 2019[58]).

**Design for context**

In addition to designing for users, it is important to design with an understanding of the context of use. Any type of learning technology exists in a wider pedagogical ecosystem (typically comprising the classroom and the school), and introducing advanced technologies into such a setting requires an awareness of the constraints within which the technology must operate. These include a number of practical considerations such as school budgets and funding priorities, fit with the curriculum, the robustness of the technology, its cost, and potential integration with existing technologies. Ease of use (for both teachers and children) is also a major concern, as are issues of maintenance and support.

Ease of use is something that can be addressed through the design process (ideally, by keeping end users involved throughout), however, the initial choice of hardware is a decision that will have a critical influence on whether the technology will actually be used in the first place.

When considering the potential uptake of technology for learning, there are two extremes (and a continuum in between). At one extreme are technologies being developed which are unlikely to make it into the classroom, either because the technology is too expensive, or the hardware or software is too difficult for non-specialists to set up, use, and/or maintain (such as ECHOES). At the other are systems which use existing, low-cost technologies, and which are designed to be easily usable by non-specialists (such as the Dynamico app and, once they are developed, systems which make use of touchscreen displays for vibrotactile graphics).

Although not usable in classrooms, ECHOES provided us with a much deeper understanding of how to build environments with the potential to provide playful, motivating interactions. These insights were then taken forward in a system which aimed to be both technologically simpler while also allowing non-specialists to author their own
content (Porayska-Pomsta et al., 2013[59]). The ECHOES project also challenged accepted conceptions about the nature of autism, in particular, the purported “need for sameness”, leading to further research and exploration which made an important theoretical contribution to the field (Alcorn, 2016[39]). We need to research and develop both types of system but, at the same time, researchers need to be clear about where on this continuum their systems are situated.

Smart systems for all

Part of the issue in designing for the context of use involves understanding issues around cost and availability. Many assistive technologies are prohibitively expensive for public schools and require specialist hardware that, in many cases, is limited to a single purpose. This means that many children are not able to access the technologies which could support their learning. If we really want to see the potential positive impact of smart technologies for special educational needs in the short term, then we need to think about how best to bring the latest advances in AI into schools in ways that are affordable and readily available.

One very promising way of doing so is likely to be through the use of touchscreen devices, i.e. smartphones and tablets, for two reasons. Firstly, these devices are commercially available, reasonably low cost, and are multi-functional. This gives them obvious advantages over specialised, bespoke hardware systems which are developed for a single use and are typically very expensive (such as many of the solutions for BVI students). Secondly, above and beyond their processing power, modern touchscreen devices incorporate numerous inbuilt sensors which offer multiple possibilities for multimodal input and output. This opens up opportunities for creating novel and innovative learning experiences for students with special needs, while still ensuring that they remain relatively low in cost and are widely available.

Two of the case studies presented in this report (for dysgraphia and access to graphical information respectively) offer excellent examples of how this can be achieved. Dynamico builds on robust scientific research and makes use of complex AI algorithms which can run on commercially available tablets. And it uses the tablet’s inbuilt sensors (e.g. pressure) to be able to analyse a child’s handwriting and detect dysgraphia. Although at a much earlier stage of development, the researchers investigating access to graphical information were taking much the same approach. They are currently carrying out foundational research in order to better understand how BVI students understand and use graphics presented on a multisensory tablet (Hahn, Mueller and Gorlewicz, 2019[60]), and stress that much more research will be needed before a commercial product can be envisaged. However, their ultimate aim is to use the existing capabilities of touchscreen devices in innovative ways in order to provide multimodal output to BVI students (in this case, a combination of auditory and vibrotactile feedback).

Investigating how the sophisticated capabilities of modern touchscreen devices could be leveraged to support students with a wider range of special needs, and via new and innovative forms of input and output, seems like a very promising way forward.

Blending human and artificial intelligence

Baker (2016[61]) points out that, initially, the grand vision of intelligent tutoring systems was to develop intelligent tutors that were as skilled as human tutors. They would be able to use the same strategies as expert human tutors, incorporating knowledge about the domain, and how to teach it. And while there are now a number of intelligent tutoring systems that are being used at scale, with hundreds of thousands of students benefiting from them (for example, Cognitive Tutor, ALEKS, Mindspark, and Alef), these systems are rather more simplified versions of this initial vision.

As Baker notes, one issue with automated interventions is that they are brittle, in the sense that if an intervention is not working, it is difficult for the system itself to recognise this and react accordingly. And these breakdowns in interaction do not go unnoticed by learners. In a study of children’s perceptions of a humanoid empathic robot tutor, Serholt (2019[62]) found that children who had interacted with the robot previously were more critical of the concept of emotion recognition in robots than those who had not. One child graciously allowed that perhaps social robots “may become more useful in the future, when they [researchers/developers] have had a few more years to develop them and make them more human” (Serholt, 2019, p. 95[62]). This was similar to the ECHOES experience: although the children were not able to verbalise this, the fact that they stopped responding to Andy quite as much suggests that they were aware of the limits of his interaction skills. Similarly, a number of their initiations to Andy were concerned with offering him help when, due to planner issues, he did not behave as expected (for example, incorrect moves in the sorting task, walking off screen).
On a related note, some aspects of teaching are simply easier for humans to perform, at least currently. This point is particularly relevant to students with special needs. Supporting their learning is a subtle and individual art, where skilled teachers and teaching assistants will have spent many hours and considerable effort becoming attuned to each child’s particular skills, needs, and ways of communicating.

This point can be illustrated using the ECHOES environment. The original conception of ECHOES was much more complex, aiming to be able to recognise the children’s emotional state using facial emotion recognition, and to track their gaze and respond appropriately. In reality, there were problems with both. Children moved around, quite energetically in some cases, meaning that the tracking system could not function correctly. However, it seemed counter intuitive, in a system designed to encourage playful exploration, to require the child to maintain a fixed position. Furthermore, research suggests that in the same way that autistic individuals can struggle to understand the facial expressions of others, neurotypical individuals often struggle to understand autistic facial expressions (Brewer et al., 2016[63]). Therefore, it seemed unwise to rely on an automated system, which would necessarily be built from a neurotypical perspective, to detect the child’s emotional state. This was also important more broadly in the sense that if the child became particularly distressed, they would be likely to move away from the screen, where they could no longer be detected, even though appropriate intervention would be required immediately. Therefore, it was important to ensure that anything included in the environment did not have the potential to lead to distress as a result of a breakdown in the interaction.

The research team therefore decided to use the intelligence of the ECHOES system to provide the playful, motivating interaction sequences with an intelligent agent, which children seemed to appreciate, while the system relied on human support to interpret the meaning of children’s behaviours and ensure their overall well-being during the sessions.

This situation corresponds to a new vision of intelligent educational systems, where the best of human and artificial intelligence are combined in a way that most effectively supports learners.

Artificial intelligence, in its current form, excels at finding patterns in data, something humans are rather less good at. However, access to this data has the potential to improve teaching and learning. This is a vision which Baker (2016[61]) offers, where intelligent educational systems are used to provide data to humans, who can use this data to guide their pedagogical decisions. The use of AI in this way was evidenced in Dynamico, which provides practitioners with access to previously unavailable data, thus leading, in this case, to improvements in the way that dysgraphia can be diagnosed, and to the ways in which learners with dysgraphia can best be supported.

On the other hand, human intelligence is better suited to situations where the data might not be so clear-cut. For example, teachers working with autistic children have very specialised knowledge of autism, and will have devoted many hours to developing a nuanced and in-depth understanding of each individual child over time. They are able to interpret cues from the child’s behaviours in ways which are likely to be impossible for people who do not know the child. This might include understanding particular triggers that may lead to a child becoming distressed. Teachers will probably also be sensitive to the specific gestures, behaviours or utterances that indicate that the child is becoming distressed. And they are also likely to know how to intervene in a way which de-escalates the situation, and provides support and reassurance to the child. However, although teachers might be best placed to provide this type of support, that is not to say that artificial intelligence could not provide insight into the child’s unique way of interacting, thus allowing the human practitioner to intervene in the most effective way.

In line with this view, a positive view of smart technologies for learning could be one in which smart technologies are used to enhance the complex orchestration involved in working with a child with special educational needs. Although teachers would be responsible for this orchestration, smart technologies could support them in at least three ways:

1. by offering support for recognising the needs in the first place (as in the dysgraphia example discussed earlier);
2. by providing teachers and teaching assistants with additional knowledge and insight about the child, which may help them support the child in a more appropriate way (as discussed above);
3. by providing adaptable support at multiple levels (described in more detail below).
In-depth adaptivity and personalisation

One of the promises of the use of artificial intelligence in the field of education is that of adaptivity, both being able to adapt to the student’s current level of knowledge and/or skill, but also, in some cases, to their current level of motivation and/or affective disposition. In most cases, this adaptivity works at the level of the individual learner.

In addition to adaptivity at the individual level, supporting learners with special needs offers a unique space in which to consider additional types of customisation and personalisation, which could be achieved through a combination of human and artificial intelligence, as explained below.

When describing ECHOES earlier in the report, it was explained that the system planner operated at the level of the individual learning activities within the system, while the practitioner worked at a higher level to structure the overall session, determining the choice of particular activities, including their duration, and sequencing. Although this worked well, it was sometimes necessary to customise the environment prior to being able to use it in a given school. Andy, the AI agent, used speech and gesture to communicate with children. However, different schools used different key phrases and gestures, for example, to signal to children the end of an activity and prepare them, emotionally and cognitively, to move on to the next. Therefore, the agent’s speech and gestures needed to be changed prior to use in each school. The research team was able to do this as system developers, however, it would be better if schools had these options themselves.

In thinking about personalisation and adaptation in the context of support for disabled learners, it is likely that it could happen not only at an individual level, which is typically the case for intelligent systems, but also at the level of the disability and the particular school context. I describe these three levels below (using examples from ECHOES to illustrate):

1. **Disability level customisation**: this level involves customising and adapting the interaction based on what we know about working with particular types of disabilities. In the case of ECHOES, designed for autistic children, this meant thinking about the pacing of the interaction (slowing it down to give children time to reflect), the language used for instructions (i.e. using direct, simple language, not rephrasing instructions), and deciding how much time to allow for a child to process an instruction before re-issuing it. However, these decisions resulted in fixed parameters, built into the environment, and it would be better if these could be customised by the practitioner.

2. **School level customisation**: as explained above, customisation to the school’s particular use of language, symbols and signs.

3. **Child level customisation**: for example, do not use particular sounds, turn off agent facial expressions, remove certain keywords or phrases that may be triggering.

Being able to provide more finely grained customisation and adaptation that can be activated through a combination of human and artificial intelligence, and that encapsulates extant knowledge of a particular disability, the broader school context and the particular child increases the chances that the environment will be truly useful, and in a range of situations.

To conclude, smart technologies offer real promise in offering targeted and more sophisticated support for learners with special needs. By embedding the latest advances in artificial intelligence, as well as the most up-to-date understanding of special needs and disability, in readily available, low-cost technologies, there is a real opportunity to make a difference to learners across the globe.
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Robots in education largely fall into two categories: robots that are used to teach and enthuse children about STEM subjects, and the more recent application of robots as teachers. While the pedagogical potential of robots for STEM education has been extensively explored since the 1970s, robot teachers form a new technology, driven by new developments in artificial intelligence and robotics, which is currently the subject of research and proof-of-concept trials. These robots assist teachers in their pedagogical task by offering specific tutoring experiences to students. Their potential stems mainly from their ability to provide one-to-one tutoring and a physical presence, with the latter missing in traditional computer-based learning. While there are no commercial solutions yet aimed at formal education, research suggests that social robots do offer benefits which computer-based solutions do not. Their physical nature lends them to real-world interactions with learners, and they have an increased social presence, which enhances learning outcomes. There are, however, considerable technical, economical and logistical challenges to rolling out social robots in classrooms.

Introduction

Robots in education are typically used as a means to teach STEM subjects. Originally seen as a way to introduce students to programming and computational thinking, robots are now also used as a tool in the teaching of electronics, mechanical design, computational thinking, and even arts, and to also practice soft skills such as collaborative work and negotiation skills (Alnajjar et al., 2021[1]). The use of robots for STEM education has been well explored for over 50 years and is known to be particularly effective as a catalyst to teach a range of subjects (Benitti, 2012[2]). As a result, robots as learning tools are adopted with varying success in primary, secondary and tertiary education.

In recent years a new application has emerged of robots in education. Fuelled by advances in robotics and artificial intelligence, social robots are now being explored as teaching assistants (Belpaeme et al., 2018[3]). Social robots are robots that interact with people using the same interaction channels used in human-to-human communication. They use speech, facial expressions or body language to communicate. They are often designed to have visual appeal and their software is tailored to keep social interaction flowing. While these robots are still fairly limited in terms of their interaction abilities, they do well in restricted and contained interactions (Bartneck et al., 2020[4]; Breazeal, 2004[5]; VanLehn, 2011[6]). In recent years the potential of social robots has been explored in education, with a body of research showing that robots have significant potential in formal and home education.
In this chapter, we will present the promise of robots as educators and also the current limitations in this area. We will mainly focus on two types of robots: social robots that are designed to operate autonomously and aid teachers to carry out some tasks; and telepresence robots based on a more hybrid model that are operated remotely by teachers and embody the teacher in the classroom. After presenting some of the current learning domains of application and giving some explanations on their technology, we will highlight some difficulties for their wide adoption and stress that, while they can be useful supplements to teachers, they are unlikely to replace teachers in the near future. Their cost may also remain too high for a massive presence in education systems.

Why robots as educators?

Social robots are attractive in a number of ways. Their lifelike behaviour and their social responsiveness speaks to us, and this has not gone unnoticed by educators. In the most basic sense, robots appeal to a large audience and can be used to make teaching more engaging. But beyond this short-term attraction, perhaps the largest appeal of robots is that they offer the potential for taking over some of the tasks of the teacher. While financial resources put a limit on the amount of time teachers can spend on pupils, robots are relatively cheap and could potentially be used to teach and tutor small groups, with, in the ideal case, each learner being assigned their own robot tutor. Tutoring, that is, the teaching of only one learner or a small group of learners, is known to be one of the most effective forms of teaching. VanLehn (2011[6]) found that human tutoring has a mean effect size of $d = 0.79$ when compared to class-based teaching. Computer-based teaching, and specifically step-based Intelligent Tutoring Systems (ITS) which provide fine-grained customised instruction and feedback to the learner, can achieve a similar outcome of $d = 0.76$ for certain subjects (VanLehn, 2011[6]). The expectation is that robot as educators will achieve similar outcomes, with a recent review showing that early robot prototypes achieved learning gains of $d = 0.70$ when instructing subjects varying from language tutoring to teaching about the dynamics of energy use in a city (Belpaeme et al., 2018[3]).

Key to assigning an educational role to robots is the social interaction that these robots can support. Through their appearance and software, social robots are optimised to engage humans in a manner that comes naturally. Most often these robots will have a friendly design, with face-like features such as a head, eyes and a mouth evoking the ability of the robot to see, hear and speak. Through their artificial intelligence they are able to interact with people: they use face detection and recognition to detect and identify people, use speech recognition to extract words from spoken interaction, and will use dialogue models and speech synthesis to converse (Bartneck et al., 2020[4]). The natural interface makes them suitable for a large range of tutoring activities, from tutoring pre-literate children to tutoring languages using natural interaction.

While software-based solutions for learning, such as Intelligent Tutoring Systems, can offer individual and personalised teaching, a robot adds social and physical presence which is missing from a typical Intelligent Tutoring System. It has been shown that the physical and social presence of a robot induces behaviours which are conducive to learning (Bainbridge et al., 2011[7]; Li, 2015[8]). Attention is higher, compliance increases, and motivation is more persistent when social robots are used. This is likely due to the human brain responding strongly to social stimuli, and while on-screen avatars to some extent also offer a social presence, the tangible nature of a robot amplifies this and any associated effects. This may sound paradoxical as a criticism of computer-based learning assumes the inability of humans to engage emotionally with machines: while interactions with robots are of course different than with other humans, they still trigger social responses and create some form of connection (Belpaeme et al., 2012[9]).

The different teaching roles of robots

Social robots can play different roles to teach or support students during their learning journey. In education, social robots are typically designed and programmed to play one (or more) of the following roles: tutor, teacher (or teaching assistant), and peer learner.

The most promising and pragmatic role for social robots in education is as a tutor (e.g. Kennedy, Baxter and Belpaeme, 2015[10]; Leyzberg et al., 2012[11]; Saerbeck et al., 2010[12]). In this role the robot provides support to a single learner or to a small group of learners. The robot can offer individual attention in a manner that can augment the capabilities of a teacher in a typical classroom setup. It can offer help to children who fall behind, or can challenge children who are ahead, without disrupting the usual classroom activities. It has infinite patience and can rehearse subjects as long as the teacher allows. Furthermore, the robot is often seen as non-judgemental
by the learner (Bhakta, Savin-Baden and Tombs, 2014[13]; Catlin, 2014[14]), thereby removing the anxiety often associated with answering questions with a human tutor or teacher. Box 7.1 presents an example in language learning.

Box 7.1 Language learning with a robot tutor in the Netherlands

Language learning, and specifically second language tutoring, has been identified as a particularly promising application of robot tutoring. A child’s first language is acquired through interacting with parents, siblings and peers, but quite often a second language is learned in a formal education setting and the process of learning is radically different from that of acquiring a mother tongue. No longer is the language learnt through interaction, but instead through the rote learning of vocabulary lists and grammatical rules. This stark contrast in mode of learning is to a large extent due to resource limitations. The teacher is not in a position to interact in the target language with individual children in the classroom, and instead is forced to resort to class-based teaching. In addition, the teacher himself might not be confident enough to speak the target language, or does not master all aspects of the target language. For example, native English speaking teachers will often struggle with French pronunciation – and vice versa.

This is where a robot tutor can make a valuable contribution (van den Berghe et al., 2019[15]). The robot can support the child in learning a second language through not just tutoring, but through genuine interaction in the target language. Not only can the robot offer language lessons, but the robot is likely to have a better accent in the target language than the teacher, as modern computer voices are now almost indistinguishable from human voices. Moreover, while speaking a new language many people suffer from foreign language anxiety, something which is alleviated when speaking to a robot as learners do not feel judged by the robot.

In a recent study Dutch children aged 5 were taught English as a second language with the help of a social robot. The young learner and the robot sat around a tablet computer, on which short stories were displayed. The robot described the stories in both Dutch and English and taught the children a range of words, from nouns to mathematical concepts, but also introduced grammar through play rather than through formal instruction (Vogt et al., 2019[16]). The study wished to see how effective robots were for early second-language learning and also tested if gestures by the robot, such as the robot mimicking a little jog when teaching the verb “running”, would speed up learning. The children were able to acquire and retain English taught by the robot tutor to a similar extent as when they are taught by a tablet application. However, learning overall was slow. When learning with the robot in which they met the robot for seven 20-minute sessions, the children’s score on a comprehension test of English only increased from 3.47 to 7.69 out of a maximum of 34.

Figure 7.1 English-as-a-second-language teaching with the help of a social robot

Source: Vogt et al. (2019[17])
The robot can also be used as a **teacher or a teaching assistant**; here the robot will substitute for the teacher by, for example, delivering a lecture or by providing assistance during teaching. In this case the robot addresses the class, rather than a single learner. The robot can assist with administrative tasks, such as registering students, and can take over narrow teaching tasks, such as announcing today’s topic, checking prerequisite knowledge, setting a learning task, asking multiple-choice questions, summarising responses and providing feedback. In doing so, the robot frees up time of the teacher. The value of the robot not only lies in freeing up the teacher from class-based interaction, instead allowing the teacher to provide individual attention to learners, but providing experiences which the teacher might find difficult to do, such as native pronunciation of foreign languages. However, more often than not, robots are just used to spice up a lecture or classroom experience; for example, by acting as a sidekick to the teacher (see Box 7.2).

A novel and particularly promising role for a robot is as a **peer learner** (Tanaka and Kimura, 2009; Tanaka and Matsuzoe, 2012; Hood, Lemaignan and Dillenbourg, 2015). In this the robot is presented as a learner and children are invited to learn together with the robot or are asked to instruct the robot. This relies on the protégé or learning-by-teaching effect, the idea that explaining study material to others reinforces a student’s understanding: the robot plays the role of a “teachable agent”. In this model, children have been shown to spend more time and effort on learning activities and to learn more (Chase et al., 2009). This has been shown to be effective in learning subjects as diverse as handwriting (Lemaignan et al., 2016) and second-language learning (Tanaka and Matsuzoe, 2012). This effect is more pronounced for weaker students, and is probably linked to the robot inducing more confidence in the student. With the peer-like robot in the classroom, the weakest learners are no longer the weakest students, the robot instead is weaker and its reliance on being taught elevates the status of the children.

**Box 7.2 Robots used as a sidekick during language class in Iran**

Iranian secondary school students have been using a small humanoid robot, nicknamed Nima, to support them during their English classes. The robot acts as a sidekick to the teacher, with both the teacher and the robot standing at the front of the classroom. The robot helps the all-female class of 12- to 13-year olds to practice their English (Alemi, Meghdari and Ghazisaedy, 2014) through for example giving feedback on exercises or demonstrating the correct pronunciation of English words and phrases. Over a period of five weeks, the teacher taught the official curriculum to a group of 30 students together with a robot assistant. When compared to a balanced group of 16 students who were taught only by a teacher, the group with the robot assistant showed greater vocabulary gain and retention (the students’ mean score on a pre-test was 13.45, after five weeks the robot group had a mean score of 39.76, the control group a mean score of 30.50). At the same time, the group with the robot assistant enjoyed the subject more, offering a possible explanation for their performance.

**Figure 7.2 A class with a robot assistant**

Source: Alemi, Meghdari and Ghazisaedy (2014).
Besides teaching, robots can also be used to provide socio-emotional support. As robots are generally considered to be non-judgemental and neutral, people will often share information with a robot which they would be reluctant to share with others. This can be used to discuss personal aspects and offer advice on how to address problems. The robot can, if given permission by the learner, share selected information with teaching professionals or support staff. This has for example been effectively in education to address bullying, the study showed that children disclosed more about the occurrence of bullying at school than they when reporting bullying using an anonymised form (Bethel, Stevenson and Scassellati, 2011[23]; Bethel et al., 2016[24]).

**Robots as telepresence devices for teaching and learning**

Social robots in education are usually designed to perform certain learning tasks by themselves. While most of the time they are still meant for a learning environment controlled by teachers, they are often autonomous to perform specific teaching (or learning) tasks. Robots can also be used in a different way, as a telepresence device, with varying functionalities. The telepresence robot becomes the teachers’ avatar in the classroom.

In this scenario, a remote teacher controls the robot and engages the learners. As the artificial intelligence required to run fully fledged teaching is still unavailable, telepresence robots can fill this technological gap. As the robot is controlled by a human teacher, it can respond to the sometimes wide-ranging responses and needs of the children, something which an AI-controlled robot, for the time being, cannot do. It also allows learners to have access to expertise and skills which their local teacher cannot offer, or draws in expertise from people who are not locally present or who wish to contribute to teaching on an occasional basis.

Telepresence robots are robots that are remotely operated by a human operator and are capable of embodying the operator’s presence as a robot avatar. These robots can provide several benefits by leveraging the embodied properties of the avatar in the field of education. This topic has been gaining particular attention under the risk of infectious diseases such as COVID-19.

One instance of use of telepresence robots in education is when a human teacher employs a robot to conduct lessons remotely, providing the teacher with a richer perception of the classroom than with the traditional video-conferencing. This is because the teacher can arbitrarily control the locations of the robots and of the sensors (cameras, microphones, etc.) that are installed on the avatar robot, whereas the sensor locations are mostly fixed in the traditional video-conferencing.

In addition, students in the classroom can experience the presence of the remote teacher better when a robot avatar is present in the classroom. Typically, the teacher’s face is projected on the head of the robot. A field trial conducted in a public elementary school in Japan revealed that students felt some sort of tension (i.e. the classroom atmosphere under control) in the presence of an avatar robot in the classroom (Okamura and Tanaka, 2020[26]). The students were mostly in favour of this tension because it prevented distractions in the classroom in the absence of the human teacher.

Another instance of the benefit of telepresence robots is the situation in which a student operates the avatar robot. For example, a student can participate in the classroom activity of a remote school (even in a different country), which offers good opportunities for both learning various languages and experiencing different cultures. In a field trial (Tanaka et al., 2013[27]), two elementary school classrooms, one in Australia and the other in Japan, were connected by a telepresence robot, and students of one school participated in the classroom activities of the other school (Figure 7.3). The classroom teachers and school managers who observed the trial greatly appreciated the use of this technology for learning languages and cultures. This functionality is also often used to allow students who have a long-term illness to maintain the contact with their school (Box 7.4).

Furthermore, a study reported that a telepresence robot can be used to facilitate second-language learning in a face-to-face manner (Tanaka et al., 2014[32]). Here, learners participated in a private lesson conducted remotely by a native speaker of a language via traditional video-conferencing. This situation posed a challenge for some learners; in fact, learners often froze owing to their non-fluency in using the second language. However, when they participated in the lesson by using a telepresence robot, they could communicate with the remote teacher not only verbally but also physically (i.e. by utilising the body of the avatar robot), which facilitated the second-language learning (Figure 7.4). With gesturing and hand-to-hand interactions, both learners and teachers can relax, resulting in responsive learning between them (Tanaka et al., 2014[32]). In Korea, the Engkey robot developed by the Korea
Institute of Science and Technology was designed to support English learning in primary schools: a remote teacher, whose face appears on the robot screen, controls the robot using a computer. Results from a field study in the city of Daegu involving 29 classrooms suggest that the telepresence robot controlled by a native English speaker improved students’ achievement, especially in speaking (Yun et al., 2011[33]).

Box 7.3 Attending class via a telepresence robot in Norway and France

Many telepresence robots were developed with the objective of allowing students with long-term illness to maintain a connection with their school.

For example, the AV1 robot developed by the Norwegian start-up No Isolation is a student-operated telepresence robot. When a student cannot attend class due to illness, AV1 can take the student’s place in the classroom. The robot is equipped with a camera, speaker, microphone, and Internet connection, enabling remote students to listen, see and speak in class (by using an app on a smartphone or tablet). They can look around the room, raise their hand to speak in class, change the robot’s eye expression to convey their emotions (e.g. confusion) and even whisper to a neighbouring classmate. The use of the robot can of course also allow them to stay in touch with friends by attending birthdays and other gatherings remotely.

In France, “my connected schoolbag” is a telepresence robot also designed to take the place of a student in the classroom when ill. It is equipped with the same hardware devices as the Norwegian AV1 robot (rotating camera, speaker, microphone, Internet connection, plus a tablet app). Developed as part of a non-profit initiative, this telepresence robot takes the form of a traditional schoolbag, with the objectives of allowing students to attend class and be present among their classmates, while avoiding substitution mechanisms that anthropomorphic robots might generate.

Many similar robots were developed for similar uses in other countries, such as Inbot Technology Ltd.’s PadBot in China; Axyn Robotique’s Ubbo in France; FultureRobot’s FURo-i in Korea; Wicron Robotics’ Webot and R:bot’s Swan Synergy in the Russian Federation; Giraff Technologies’ Giraff in Sweden; Xandex’s Kubi, Blue Ocean Robotics’ Beam, Orbis Robotics’ Carl and Teleporter, Double Robotics’ Double 3 in the United States.


Figure 7.3 Classrooms in Australia and Japan were connected by a telepresence robot in real time

Source: Tanaka et al. (2013[27]).

As a supplement to remote and virtual laboratories in science, telepresence robots are being tested to carry out science experiments in a real lab. Researchers in Canada studied the use of a specifically-designed telepresence robot in a mock-up smart laboratory as a way to enable students to conduct lab or field work remotely. They built an affordable prototype (about USD 350) with a two-degree of freedom arm; online users could easily operate it and results of the small pilot suggested increased engagement of online students (Tan et al., 2019[34]).
Considering the benefits explained so far, one may imagine students participating in a classroom by using a telepresence robot from his/her home, enabling them to safely attend classes in dangerous situations involving the spread of infectious diseases, for example. Currently, because of the high cost this would represent, this idea is not feasible in education. However, a single robot avatar can be controlled by multiple operators (shared-control), and therefore, fewer robot avatars than the number of students is required. It will be interesting to test whether a few (e.g. 2-3) robot avatars and a teacher can conduct a meaningful class for more (e.g. 4-6 or more) students.

Figure 7.4 A telepresence robot facilitated the second-language learning of students

Source: Tanaka et al. (2014[32])

With the help of technologies supporting remote education, we may be able to secure new teachers. For example, retired senior people who have the necessary skill and knowledge can teach school children from their homes (Figure 7.5) (Okamura and Tanaka, 2016[35]). By introducing AI features such as keyword-spotting and dialogue generation to facilitate intergenerational conversation between school children and these senior teachers, a telepresence robot can act as an intelligent interface that assists the senior teachers in grasping the status of the remote students and giving a lecture effectively.

Figure 7.5 Senior people can give a lecture from their homes by making use of a telepresence robot

Source: Okamura and Tanaka (2016[35]).
Robot effectiveness: age and learning domains

Robots seem to be effective for a wide range of ages. While most research focuses on children between 6 and 12, robots have been shown to be effective for other ages as well. They have been used for language tutoring in preschool classrooms (Gordon et al., 2016[36]; Vogt et al., 2019[16]), but have equally been shown to be effective in higher education (Weber and Zeaiter, 2019[37]). While it was believed that robots would be most effective at the age where children still show “suspension of disbelief” it is now increasingly clear that social robots are convincing at any age. An appropriate design of the robot and an appropriate interaction experience for the age of the learner suffices. However, building robots for older students has proven to be more technically challenging, as older learners put higher demands on the robot’s abilities (Beran et al., 2011[38]). Younger children will accept that the robot leads the interaction and keeps the interaction on track, and will still believe the robot to be social. Older children are more likely to want a more diverse and unscripted interaction, which in turn is technically challenging to deliver.

Robots as educators work best for topics that are relatively restricted and where the input to the robot is well-described. One reason for this is that social signal processing, a sub-branch of artificial intelligence which attempts to interpret the social environment (Vinciarelli, Pantic and Bourlard, 2009[39]), can for now only handle rather explicit social signals, such as strong facial expressions or gestures. The technology to transcribe and understand spoken language and non-verbal social signals, to understand the intents and beliefs of people, and come up with appropriate responses, while impressive, often struggles to interpret social interaction in context. But well-functioning social signal processing is necessary to offer a full interactive experience similar to that offered by a human teacher. This means, for example, that robots for now are not able to engage in unconstrained dialogue: while they can transcribe spoken language into written language, the artificial intelligence struggles to access the meaning of what is being said and without it cannot formulate an appropriate response. This is the reason why voice-operated technology still requires us to use short, structured commands and for now struggles with long and unconstrained spoken language. However, when appropriate constraints on the learning context are in place, robots can provide support in a wide range of subjects. Often, the robot is presented together with a screen, which is not only used to display educational content, but which also serves as an input device where the learner can enter responses or select exercises shortcutting the need for the robot to understand verbal input.

Content-based subjects, where rote learning is important, such as geography, vocabulary, or low-level science, lend themselves well to robot tutoring. The repetitive nature of this type of learning and the relative ease with which topics can be taught and tested make them suitable for computer-based and robot-based instruction. As these topics are well-structured, the level of the learner is easily assessed through formative assessment or quizzes, upon which the robot can adapt its tutoring.

Skill-based subjects such as reading or mathematics also lend themselves relatively well to tutoring by robots. Here, often the skills are displayed on a computer screen, as they often have a strong visual component, and the robot offers encouragement and support during learning. The robot adapts to the learner’s profile and progress and will offer hints, encouragement and help at just the right time. As with Intelligent Tutoring Systems, it is important to dose support in an appropriate manner. Too much support often leads to learners’ overreliance on the system’s help function (Aleven et al., 2003[40]), but robots can actively shape help-seeking behaviours of the learner (Ramachandran, Litoiu and Scassellati, 2016[41]).

Robots have also shown promise in tutoring in the affective domain. This can be directly applied to education itself, for example when the robot encourages learners to complete more exercises or to practice at home (Kennedy et al., 2016[42]). But, robots can also be used to teach and promote soft skills and social skills. For example, robots are known to be effective at practicing social skills for children with Autism Spectrum Disorders (Robins et al., 2004[43]; Scassellati, 2007[44]). Here, the robot implements Applied Behaviour Analysis, a therapeutic approach in which social skills are internalised through repeated practice.

Robot tutoring comes into its own with the tutoring of physical skills, such as motor skills or physical rehabilitation. Here, the robot demonstrates and supports the learning process. A social robot has been used to teach handwriting skills to children aged between 6 and 8. For this peer learning was used: the robot was presented to children as having poor handwriting and the children were asked to demonstrate proper handwriting to the robot. As the robot improved, the poorest hand-writers were shown to improve as well (Hood, Lemaignan and Dillenbourg, 2015[20]; Zhexenova et al., 2020[45]) (Box 7.4).
Box 7.4 Robots supporting handwriting skills in Kazakhstan

The Kazakh government decided in 2017 on a transition from Cyrillic to Latin script for government communication and education. The transition will be phased over a seven-year period, and the role of formal education is essential in this process. A team of researchers studied how robots can be used to support children with learning the newly-adopted script and its handwriting system. They use a "learning by teaching" paradigm, in which the children taught the robot. While the robot approach achieved similar results as learning with a tablet computer or a teacher, the robot has significant benefits when it comes to lifting children’s motivation and the robot was found to be the preferred method of learning (Zhexenova et al., 2020[45]).

Figure 7.6 Experimental setup

Source: Zhexenova et al. (2020[45])

The most challenging learning domain, but also the one where robot tutoring is likely to have the largest return on investment, is that where the robot relies on unconstrained social interaction for teaching. Language learning is a prime example, as it benefits from spoken interaction in the target language, something which could be practised with a robot. These robots would also be able to offer support going beyond formal teaching, and could for example offer psychosocial support. However, the technical challenges involved in unconstrained human-machine interaction mean that this application will probably take decades to mature. As mentioned above, in the meantime telepresence robots operated by humans can fill the gap.

Technical aspects of robots in education

Tutoring robots come in a variety of shapes and sizes, from 10cm-tall simple robots to tall, humanoid robots. The application and target audience often dictates which robots are more appropriate: for young children a small robot might be more appropriate, but a robot addressing a lecture theatre with adult students might need to have more authority and therefore be taller and human-like. The actual appearance of the robot seems to have little influence on the learning outcomes: research shows that more human-like robots do not necessarily achieve better learning outcomes, but rather that it is the presentation and social presence of the robot which matters for the learning outcomes. A meta-analysis (Belpaeme et al., 2018[3]) for example showed that small toy – like robots, such as the Keep On robot, which is a 15cm – tall robot, can achieve learning outcomes comparable to more expensive humanoid robots (such as the robot in Box 7.4).
In its simplest form, a social robot has very limited interactive abilities. It runs through simple scripts in response to minimal input, such as button presses or input on a tablet computer. Moving on from there, the robot can shape the interaction based on the learner’s performance. It can monitor answers to quizzes and build a model of the learning trajectory of the student. This model is then used to shape the interaction, as already happens in Intelligent Tutoring Systems. In recent years, machine-learning techniques have been used to build more detailed models of the learner’s performance and predict which responses by the robot will have the highest chance of increasing learning (Schodde, Bergmann and Kopp, 2017[46]; Spaulding, Gordon and Breazeal, 2016[47]). As such, robots can offer exercises and material that sufficiently challenges the student without being off-putting. Social robots can also provide encouragement or commiserate with wrong answers, for which they require a modest amount of information such as the answers given and the timing of the responses. While these approaches have for some time been available in educational software, they are only now becoming available in commercial social robots.

However, beyond adapting the teaching to the learner, the assumption is that social robots also complement their educational functionality with a range of social responses. One element of an increased social responsivity is the use of personalisation (Molenaar, 2021[48]). This not only means that the robot tailors its teaching or quizzing to the individual learner, but that it also stores and recalls personal information. This can range from using the learner’s name, to storing facts about their family and hobbies and adapting its behaviour to the personality of the learner. Studies have shown that students bond with robots which appropriately use personal information (Belpaeme et al., 2012[9]), and that this has a positive impact on learning outcomes and motivation. Baxter et al. (2017[49]) embedded a social robot in two primary school classrooms in the United Kingdom for a period of two months. The robots acted as learning companions for familiar and novel subjects. One robot personalised its responses, by using the children’s name when speaking and by adapting its personality to match that of the child, while the other robot did not. Results showed that there was increased learning of novel subjects when interacting with a robot that personalised its behaviours, with indications that this benefit extended to other class-based performance in which the robot did not take part. The study also showed increased acceptance of the personalised robot peer over a non-personalised version.

Finally, full social interaction requires the robot to be able to interpret verbal and non-verbal social signals and respond appropriately. Some elements are technically straightforward: a robot can use its camera to detect people and respond to their presence, it can make eye contact and read simple emotions. Speech recognition, the transcription of speech into written language, is fairly mature and, while it does not work well yet for younger users, the technology is sufficiently advanced to allow spoken responses to the robot. This can be used for simple, turn-based spoken interaction, for example the robot asks a multiple-choice question and listens for a spoken response.

However, unconstrained dialogue is still technically impossible. For this the robot not only needs to transcribe speech, but needs to understand what is being said and formulate an appropriate response. This is only possible in limited interaction settings, but the current state-of-the-art cannot yet handle open dialogue between a user and a robot. Still, this and other social skills, would make for a very persuasive and effective social robot in general, which would have large implications for the application of social robots, including in the educational landscape.

Attitudes of teachers

As teacher attitudes are a strong predictor of technology use in the classroom, a positive attitude towards robots will be a prime driver for adoption of social robots in education. Studies show that teaching professionals hold a range of attitudes towards the use of social robots in education, but that many have reservations about the introduction of robots in the classroom (Kennedy, Lemaignan and Belpaeme, 2016[50]; Kim and Lee, 2015[51]; Reich-Stiebert and Eyssel, 2016[52]; Serholt et al., 2014[53]).

Teachers with a more positive attitude towards technology in general, have perhaps unsurprisingly also a more positive outlook on robots in education. They also believe robots to be good at supporting teaching activities in science, technology, engineering, and mathematics (STEM), but do not consider other subjects, such as social skills or languages, to be appropriate for the use of robots. A survey of UK primary school teachers by Kennedy, Lemaignan and Belpaeme (2016[50]) showed that 57% of teachers believed robots could assist with STEM subjects, but only 13% believed the robot to be suitable for teaching humanities and arts. This may reflect the teachers’ familiarity of robots as learning devices and tools rather than robots taking up an educational role.
Studies also surveyed teachers’ concerns about the use of robots, the main ones are:

- Potential disruption to classroom activities, where the robot distracts from teaching rather than supports teaching.

- Fairness of access, especially if robots will be few and far between, access should be given to learners who will benefit most, not to privileged learners. Cost is indeed an issue, and if robots are expensive, they will be only available to learners and schools with sufficient financial means.

- The robot might add to the workload of the teaching staff. If a robot would act as a teaching aid in the classroom, it should be easy to use and require a minimum of effort to set up, operate or put away.

- Finally, an often heard concern was that social robots might have a negative impact on interpersonal relations and exacerbate social isolation. They could also introduce a “robotic” style of interacting to the classroom environment, as robots have simplistic interactions, exhibit a lack of empathy and a lack of flexibility, which would have negative consequences for young learners.

We need to stress however that these results are based on surveys completed by teachers who have never had access to social robots, or to robots used as teaching assistants. As such, responses will be coloured by preconceptions formed by popular media and science fiction, and might not reflect future attitudes. Anecdotal evidence suggests that teachers who have worked with social robots in the classroom are generally very positive about the potential applications of robot teachers.

One interesting element in all surveys is that job loss is less of a concern or no concern at all: teachers do not consider robots to be a replacement for human labour, but see robots as a technological aid for their profession.

Some of those concerns appear as legitimate, while others are less so. For example, while the concern about robot-like interactions, in which the interaction lacks depth and warmth, is currently valid, the idea that children (and adults) cannot engage in emotional interactions with robots is actually not true. Studies show that children and adults readily form emotional bonds with robots, and that these can be used to support people in a positive manner (Belpaeme et al., 2012[9]). As mentioned above, robots can help solve socio-emotional issues, and research has shown that, while understanding their limitations and the fact that they are just machines, children can “like” a well-designed robot (van Straten, Peter and Kühne, 2020[54]).

The questions around workload, disruption, technical maintenance and distraction are fair concerns that researchers and developers in education robotics have to factor in when designing their robots. The best and most effective uses of social and telepresence robots in education still have to be researched and experimented.

**Commercial offerings**

Cost and affordability are very legitimate concerns for the education community.

At the moment there is a very limited commercial availability of social robots for education. Some products are aimed at the edutainment market. Cody The Smart Cub by Vtech Playtime, an interactive bear toy, is advertised as a cuddly learning companion for children aged 6 to 36 months, but is limited to playing canned utterances and songs which can be adapted to the learner. The WEDRAW Educational Robot is a talking pen plotter aimed at children between 3 and 8 years old which can draw on paper and comes preloaded with content about shapes, figures and numbers. More advanced solutions exist as well, such as the Softbank Robotics Nao and Pepper robots, which are being presented as “educational robots” by the manufacturer. For example, an educational application for English learning was commercialised with Pepper robot (Tanaka et al., 2015[55]).

As for commercial telepresence robots, they are available at prices below USD 1 000. However, these affordable telepresence robots have limited capabilities in terms of sensors, actuators, and controlling interfaces. The latest remote avatar systems are equipped with higher-functioning sensors, actuators, and virtual reality interfaces (for robot operators), making them more expensive. Educational telepresence robots will thus probably be more expensive than those that are currently available. The TELESAR series is one of the most advanced “telexistence” system with a long history of research and development since the 1980s led by Susumu Tachi and his colleagues (Tachi, 2015[56]). The TELESAR VI (Figure 7.7) system comprises a remote avatar with 67 degrees of freedom to perform human-like movements. In principle, the system can also be equipped with rich sensing capabilities, including vision, audio, and haptics. Although these systems represent cutting-edge research and are highly
expensive at present, the research lets us envision the future direction of remote education, with telepresence robots being able to behave with increasing complexity in a classroom.

**Figure 7.7 TELESAR VI. (2019)**

![TELESAR VI. (2019)](image)

A main limitation to the commercial success of these robots is twofold. On the one hand, there needs to be a substantial supply and demand for these robots. Often this forms a chicken and egg problem. When there is no demand for robot tutors, there is no commercial interest in developing these systems, and vice versa. Software and content need to be written (supply) that make these robots attractive to buyers, both families and educational institutions (demand). There currently is a lack of public and private investment here, as most content providers are reluctant to make content for educational robots. The other limitation is that social robots for education need appropriate processes and ecosystems before their introduction can be a success and they have a viable demand. At the moment there is a vacuum in teaching practice and teacher training programmes, which sits in the way of using social robots for education — even for those that are already available.

These limitations form a chicken and egg problem: content developers and robot manufacturers will withhold investment in these new technologies as long as the market is not developing, and market uptake is very low because of limited availability of affordable hardware and content. Still, there are early adopters. Some schools have been investing in the purchase of one or a few social robots and these are used for limited aspects of the curriculum, such as teaching English to Japanese school children.

**Future prospects**

There is limited commercial availability of robots used as teachers or tutors, and this is unlikely to change soon. The technology has to compete with other classroom educational technology tools and while research has shown that robots do offer a marked benefit in educational outcomes over screen-based technology, it is unclear if this is enough to convince technology companies and schools to invest in robots to assist teachers. As such, we need to take a long-horizon perspective and it is as yet unclear how the technology will mature and how it will find its way into mainstream education.

While research focuses on robots that have a very clear robotic appearance, with a head, eyes and a mouth, it is equally likely that aspects of the technology will be first introduced on other devices, such as digital voice assistants, which distinctly lack visual social features. Technical components, such as emotion perception or adaptive modelling of the learner, are likely to be found in other educational technology, and are not unique to robots.

A concern exists that robots in education will exacerbate the digital divide. There remain reservations about unequal access to educational technology, from access to high-speed Internet connections, access to computers and EdTech software, to differences in uptake of digital technologies across ethnicities, gender, socio-economic background, and geographic regions. As robots for education will in the foreseeable future be an exclusive technology, early adoption will likely be by affluent educational institutions and families. While this is typical for the innovation lifecycle and is typically followed by wider adoption, it is likely that the digital divide in education will persist and this will have an impact on the use of robots in education.
It is unclear if and when robots will support education, but it is very likely that insights from research into social robots for education will inspire future educational technology. The social aspects of these robots are important to motivation and learning, and the technology that powers social interaction – such as emotion recognition, the robot’s ability to empathise, or the building of personalised interactions – is likely to find its way into future educational technology. It is also clear that robots will not be substitutes for human teachers; instead they will, in the best case, complement the teaching profession where human time and resources are scarce. It is unlikely that these robots will be seen in formal education in the next decade, instead, the first use of robots as tutors is expected to be in the home as educational toys. Still, the potential of robots for education is considerable, and it will only be a matter of time before we have robot assistants in the classroom.
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Learning analytics for educational organisations has been a topic of discussion for the past decade. Yet, there are few examples of organisation-wide systematic and holistic adoptions of learning analytics. This chapter explores actionable frameworks and adopting models that could help successfully integrate learning analytics into educational organisations in an organisational change approach. While higher education organisations are aware of learning analytics and have started experimenting with dashboards for students and teachers this is far from organisational transformation. Research on the implementation and practice of learning analytics in K-12 schools is also scarce. A look at adoption models and policy recommendations in a broader international context may help push isolated experiments with learning analytics into the mainstream.

Introduction

With the increase in the amount of educational data, improved data storage and handling, and advances in computing and related analytics tools and algorithms, educational organisations are starting to embrace learning analytics. Learning analytics assess, elicit and analyse static and dynamic information about learners and learning environments for real-time modelling, prediction and optimisation of learning processes and environments, as well as educational decision making in an organisation (Ifenthaler, 2015[1]). To integrate learning analytics systems into educational organisations, actionable frameworks and adoption models are required (Buckingham Shum and McKay, 2018[2]; Dyckhoff et al., 2012[3]). However, these models may vary in different countries and organisations or within an individual organisation (Klasen and Ifenthaler, 2019[4]).

The potential benefits of learning analytics for educational organisations have been a topic of discussion for the past decade (Pistilli and Arnold, 2010[5]). However, there remains a lack of systematic and holistic adoption of learning analytics by organisations (Gašević et al., 2019[6]). The degree of adoption of learning analytics within an organisation is a measure of the number of stakeholders who use it or who have altered their practice because of it (Colvin et al., 2015[7]). For learning analytics to spread to more organisations, there needs to be communication between potential actors, who then follow a decision-making process as to whether to adopt or ignore it (Kotter, 2007[8]; Rogers, 1962[9]). Influencers who wish to promote the adoption of learning analytics must ensure and secure open communication channels and encourage people to start and stay on the journey of decision making from awareness to action (Colvin et al., 2015[7]; Drachsler and Greller, 2016[10]; Ifenthaler and Gibson, 2020[11]).
Higher education organisations have shown interest in adopting learning analytics but it is not yet a major priority (Ifenthaler and Yau, 2019[12]; Tsai and Gašević, 2017[13]; Lester et al., 2017[14]). Some have begun experimenting with dashboards for students and teachers but this is far from organisational transformation (Siemens, Dawson and Lynch, 2014[15]; Viberg et al., 2018[16]).

While studies on the adoption of learning analytics in higher education exist, the implementation of learning analytics in K-12 schools remains scarce (Andresen, 2017[17]; Gander, 2020[18]). There are two schools of thought on the usefulness of learning analytics for K-12 schools. Agasisti and Bowers (2017[19]) outline the importance of educational data and analytics for policy making, managing institutions, and classroom learning and teaching. However, Sergis and Sampson (2016[20]) argue that K-12 schools may not benefit as much from learning analytics as higher education organisations. K-12 schools require a holistic, multilevel analytics framework with several layers of data to produce sufficiently granular feedback to the school leadership and other stakeholders within the school while school analytics capture, analyse, and exploit organisation-wide educational data, allowing school leaders to monitor and (partially) influence their organisation’s developments in order to better meet the needs of the students, teachers, parents, and external policy mandates. Therefore, Sergis and Sampson (2016[20]) propose a school analytics framework that includes elements on a micro layer (learning process monitoring, learning process evaluation, learner performance monitoring, learner performance evaluation), on a meso-layer (curriculum planning, teaching staff management, teaching staff professional development), and on a macro layer (district stakeholder accountability, infrastructural resource management, financial resource management, learner data management). However, research on how state and local policies can leverage data analytics for school improvement is scarce (Jimerson and Childs, 2017[21]).

This chapter focusses on organisational benefits from learning analytics and the challenges of adopting learning analytics in educational organisations. Three case examples provide insights into how organisations have been successful in adopting learning analytics and producing organisational benefits or overcoming organisational hurdles. The conclusion presents guidelines for policy makers, researchers and educational organisations adopting learning analytics and ends with a set of open questions to be addressed in future research and practice.

**Organisational benefits from learning analytics**

Current learning analytics research and practice in Australia, the United Kingdom and the United States is proving its value in addressing issues related to successful studying and identification of students at risk (Sclater and Mullan, 2017[22]), and monitoring and improving organisational capabilities (Ifenthaler, Yau and Mah, 2019[23]).

Governance (mega-level) facilitates cross-organisational analytics by incorporating data from all levels of learning analytics initiatives. Based on common data standards and open data schemas, rich datasets enable the identification and validation of patterns within and across organisations and therefore provide valuable insights for informing educational policy making. Examples on the government level include performance compressions across institutions including benchmarking and helping to inform policy development and resource allocations across school districts, states or countries. In crises such as the COVID-19 pandemic, learning analytics at the governance level may enable rapid response and coordination of expert support for institutions in need.

At the macro-level, organisation-wide analytics enable a better understanding of learner cohorts to optimise processes. These include allocating critical resources to do things like reduce dropout rates, and increase retention and success rates. It can be used to support school admission processes and predict school performance (based on individual student performance). Other applications support transitions between educational systems such as entry into higher education or job-seeking processes. The meso- and micro-level provide analytics insights within organisations and will not be further discussed in this contribution (Ifenthaler and Widanapathirana, 2014[24]).

An essential prerequisite of learning analytics benefits is knowing what the data and analytics is being used for. These can be broken down to: (1) summative and descriptive – detailed insights after completion of a learning phase (e.g., study period, semester, final degree) often compared against previously defined reference points or benchmarks; (2) formative and (near) real-time, which uses on-going information for improving processes through direct interventions on-the-fly; (3) predictive and prescriptive, which forecast the probability of outcomes in order to plan for future interventions, strategies, and actions. Table 8.1 provides examples at the governance and organisational level for all data and analytics perspectives (Ifenthaler, 2015[1]). These benefits can be mapped to...
different data profiles (e.g., student profile, learning profile, curriculum profile) including various analytics indicators (e.g., trace data, demographic background, course characteristics). Yau and Ifenthaler (2020[25]) provide an in-depth analysis of analytics indicators for specific learning analytics benefits.

Table 8.1 Example of benefits from learning analytics for the governance and organisation level

<table>
<thead>
<tr>
<th>Data and analytics perspective</th>
<th>Summative/Descriptive</th>
<th>Formative/Real-time</th>
<th>Predictive/Prescriptive</th>
</tr>
</thead>
</table>
| Governance                    | • Apply cross-institutional comparisons  
• Develop benchmarks  
• Inform policy making  
• Inform quality assurance processes | • Increase productivity  
• Apply rapid response to critical incidents  
• Analyse performance  
• Provide expert help | • Model impact of organisational decision making  
• Plan for change management |
| Organisation                  | • Analyse educational processes  
• Optimise resource allocation  
• Meet institutional standards  
• Compare units across programs and entities | • Monitor educational processes  
• Evaluate educational resources  
• Track enrolments  
• Analyse churn  
• Involve alumni | • Forecast educational processes  
• Project attrition  
• Model retention rates  
• Identify gaps |

Source: Ifenthaler (2015[1]).

Three examples

Though there is rich research on the organisational benefits of learning analytics, the implementation of organisation-wide analytics systems is scarce (Buckingham Shum and McKay, 2018[2]). The following three case examples showcase how learning analytics can impact school and system management.

Case example 1: Adoption of learning analytics at the University of Wollongong, Australia

The University of Wollongong, Australia, faced the challenge of adopting learning analytics at the organisational level of the Deputy Vice-Chancellor (Academic) while finding ways to integrate different disciplinary learning and teaching cultures and demonstrating its value to students and teaching staff (Heath and Leinonen, 2016[26]). The university began by considering the existing tools and resources that could support learning analytics. Despite a mature data warehouse infrastructure, it was necessary to invest in additional support staff to focus on analytics, big data, and statistics. The University of Wollongong chose the ‘blossoming’ adoption of learning analytics – as opposed to a phased up-scaling adoption, which usually begins with a prototype, and is followed by up-scaling before reaching the stage of fully implemented learning analytics (Ferguson et al., 2014[27]). Faculties varied quite widely in the degree to which they could carry out a ‘blossoming’ form of adoption. This added additional complexity to the organisational change process. In addition to technical capabilities, a survey was used to collect students’ views about learning analytics, including their preferences for functionalities, intervention strategies, and perceptions of privacy. Two governance committees were then formed: (a) the Learning Analytics Governance Committee, focussing on adopting learning analytics and (b) the Ethical Use of Data Advisory Group, focussing on student privacy and ethical issues regarding educational data (Heath and Leinonen, 2016[26]).

To conclude, four salient points shall be taken into consideration for a successful organisation-wide adoption (Heath and Leinonen, 2016[26]): (1) use common technological infrastructure such as a data warehouse; (2) involve students in all stages of the adoption process; (3) engage early adopters and establish communities of practice; (4) institute governance frameworks focussing on learning analytics strategy, data privacy, and ethics.
**Case example 2: Teachers’ Diagnostic Support System (TDSS) (Stuttgart, Germany)**

Developed by researchers at the University Hohenheim in Stuttgart (Germany), the Teachers’ Diagnostic Support System (TDSS) helps teachers adapt their teaching practices to the variety of student needs in the classroom. The stakeholders are teachers and students. The TDSS’ collection and analysis of data are of particular interest. The TDSS allows data collection on (1) students’ personal characteristics (e.g. domain-specific knowledge and competencies, emotional-motivational characteristics), (2) descriptions of instructional characteristics (e.g. characteristics of the learning content), and (3) students’ learning experiences and learning progress (e.g. situational interest in the subject matter, actual knowledge about the topic) (Kärner, Warwas and Schumann, 2020[28]). Figure 8.1 provides an overview on the TDSS, which is a client–server-based software that is optimised for mobile devices.

TDSS allows the teacher to retrieve and analyse data during and after instruction to inform their teaching practice on-the-fly as well as prepare learning materials and future lessons. Micro-management through learning analytics may be expanded for cross-curricular teaching activities and school-wide diagnostic purposes.

**Figure 8.1 TDSS workflow and information**

Source: Kärner, Warwas and Schumann (2020[28])
Case example 3: The LAPS project using machine-learning techniques for early student support at the Stuttgart Media University, Germany

The LAPS (Learning analytics for exams and study success) project was developed to identify students at risk of failing their studies. It was implemented at the Stuttgart Media University, Germany in 2014. The purpose of LAPS was to create an evidence-based discussion with academic staff and students at an early stage in their studies. Ethical issues of privacy, voluntariness, self-determination, self-responsibility, respect of individuality, confidentiality and anonymity are essential to the project. LAPS data, which is updated each semester, is used to produce a list of participating students’ critical study progressions. It can identify more than 200 individual risk characteristics (see Figure 8.2) as well as study progressions with a high potential (Hinkelmann and Jordine, 2019[29]). In addition, LAPS is used for quality assurance, providing information about specific programmes, lectures and student cohorts. LAPS provides information on number of enrolled students, drop-outs, successful study progressions, average risk possibility, minimum/average/maximum student age, gender distribution, average grade of the university entrance qualification, and retreats from examinations for different programmes.

Figure 8.2 The LAPS process

Source: Hinkelmann and Jordine (2019[29])
The LAPS lectures insights allow detailed analysis for each semester of lectures and provides access to distribution of grades, number of successful examinations, average grade, number of retreats, number of registrations. The LAPS cohorts view allows comparison of the distribution of students' obtained ECTS (European Credit Transfer System) credits per semester. It also identifies possible structural problems when students do not achieve the required ECTS credits (Hinkelmann and Jordine, 2019[29]).

Learning analytics’ challenges for organisations

The three case examples above show some possible benefits of learning analytics in triggering organisational change, and supporting teachers and students within the classroom or during their studies. There are many other possible benefits but also implementation challenges. How can educational organisations invest limited resources so as to achieve maximum benefits? Tsai and Gašević (2017[13]) point out several challenges for organisations implementing learning analytics initiatives:

• insufficient leadership in planning and monitoring learning analytics implementation and the organisational change process;
• uneven understanding of and commitment to the initiative by stakeholders, namely, administrative, technical, and teaching staff;
• a lack of pedagogical concepts and general awareness about the organisation’s learning culture driving the expected benefits for learning and teaching;
• insufficient professional training for teaching staff, student service staff, technical staff and the like on the benefits and limitations of learning analytics or its technical infrastructure;
• insufficient rigorous empirical evidence on the effectiveness of learning analytics to support organisational decision making;
• not enough policies, regulations, and codes of practice on privacy and ethics in learning analytics.

Leitner, Ebner and Ebner (2019[30]) recommend a framework of seven categories for driving organisation-wide learning analytics initiatives. These include: (1) defining how students, educators, researchers and administrators will gain from learning analytics; (2) stakeholders having access to actionable information on dashboards; (3) transparent communication with all stakeholders and ensuring of policies – particularly, privacy – that align with the organisation’s core principles and others such as the EU’s General Data Protection Regulation; (4) setting up and managing an information technology (IT) infrastructure that supports the requirements of the learning analytics initiative. Such advanced IT infrastructures may be provided through organisation-owned services or external service providers; (5) a scalable development and operation of learning analytics functions that the organisation can monitor and evaluate; (6) implementing a code of conduct and (7) procedures on an ethics of learning analytics that adapts to different cultural contexts.

Drachsler and Greller (2016[10]) have compiled an eight-point DELICATE checklist to facilitate trusted implementation of learning analytics which includes many of the points in Leitner, Ebner and Ebner’s’s framework (2019[30]). To these, they add the need to legitimise or provide reasons for the right to obtain data, secure consent through a contract with the data subjects, anonymise data and subjects, and ensure that external stakeholders adhere to national guidelines.

A change management strategy begins with a readiness assessment. The initial step consists of identifying the to-be-achieved benefits of learning analytics. The educational organisation then carries out an in-depth review of existing practices, procedures, and capabilities (see Case Example 1). The ensuing strategy thus lays out which benefits and specific learning analytics features are included as well as which infrastructure is required to successfully implement learning analytics.

A readiness assessment is also conducted using standardised instruments. Data on organisational readiness such as existing policy and data protection regulation is collected with a specific focus on the organisation’s technical readiness (e.g. data warehouse, system integration) and the staff’s level of educational data literacy (Schumacher, Klasen and Ifenthaler, 2019[32]).
After the readiness assessment, any resulting implementation strategy should encompass monitoring and evaluating the learning analytics with regard to predefined and measurable KPIs (Key Performance Indicators). More importantly, the return on investment, defined as the expected gains (returns) per unit of cost (investment) needs to be monitored closely (Psacharopoulos, 2014[33]). These may be monetary returns, but also other gains, such as student retention, staff improvement (see Case Example 2) and student satisfaction (Gibson et al., 2018[34]).

In sum, a change management strategy could be guided by the following principles (Ifenthaler, 2020[31]; Leitner, Ebner and Ebner, 2019[30]; Tsai and Gašević, 2017[13]):

- definition of the learning analytics vision and objectives (e.g. using the abovementioned benefits matrix) and align them with the organisations mission and learning culture;
- identification of organisational, political, or technological factors that will affect the implementation;
- involvement and continuous information of all stakeholders including students, teachers, administrators, etc.;
- development of (and continuously update) a strategic plan focussing on short-term and long-term wins, including a needs and risk analysis as well as a clear timeline outlining responsibilities of involved stakeholders;
- allocation of resources and identification of expertise (inside and outside of the organisation) for achieving the learning analytics objectives;
- undertaking of a robust formative and summative evaluation of the learning analytics initiative to further refine the overall implementation and organisational change process.

Moving forward with learning analytics

Many learning analytics initiatives either follow an action research-based (Argyris and Schon, 1974[35]) or a design-based research approach (Huang, Spector and Yang, 2019[36]). For example, at the macro-level, learning analytics insights help staff target retention initiatives (see Case Example 3). At the meso-level, data reports enable improved teaching practices (see Case Example 2). At the micro-level, ‘at-risk’ student lists are provided to student support staff, enabling them to triage and prompt individual students to take corrective action (see Case Example 3) or to cope with student heterogeneity in classrooms (see Case Example 2).
Despite these benefits, implementing learning analytics in educational organisations is often a paradoxical exercise. A research organisation that is contemplating learning analytics may have world-class experts in data science, information systems, management, educational leadership and learning science. These experts may even be contributing to the development of robust learning analytics systems. But that does not necessarily mean they have clear insights into the "political" dimension of what is required to implement learning analytics within their organisation. Or, even if they have expertise in organisation development, perhaps their organisation’s administration is not interested in it. Further, as bureaucracy takes over, these experts may not be interested in facilitating the change processes required.

In order to overcome such organisational barriers, Buckingham Shum and McKay (2018[2]) suggest the following: (a) The institution’s IT services develops and implements the learning analytics system as it already oversees the learning management system, data warehouse, student information system, etc. In this approach, however, the academic faculty is unlikely to guide an evidence-centred development and implementation of the learning analytics system. (b) Faculty members conduct evidence-centred research and development, and they use their findings to drive the implementation of a learning analytics system. (c) An autonomous entity of the higher education institution – well connected to faculty and administration – drives implementation, requiring partnership among all stakeholders. This innovative approach combines the strengths of the other two mentioned above.

In a systematic review that included over 6 000 studies on learning analytics over the past six years, Ifenthaler and Yau (2020[37]) indicate that greater adoption of organisation-wide learning analytics systems is needed (or at least research about it). Establishing standards may speed organisational take-up. While standards for data models and data collection such as xAPI (Experience API) exist (Kevan and Ryan, 2016[38]), standards for indicators, visualisations, and design guidelines that would make learning analytics pedagogically effective are lacking (Seufert et al., 2019[39]; Yau and Ifenthaler, 2020[25]). This is something learning analytics research and development needs to address. This may be accomplished with the following guidelines (Ifenthaler, Mah and Yau, 2019[40]):

- develop flexible systems that can adapt to the needs of individual organisations, i.e., their learning culture, requirements of specific study programmes, student and teacher preferences, technical and administrative specifications;
- define requirements for data and algorithms;
- involve all stakeholders in developing a learning analytics strategy and implementation;
- establish organisational, technological and pedagogical structures and process for the application of learning analytics systems as well as providing support for all involved stakeholders for a sustainable operation;
- inform all stakeholders with regard to ethical issues and data privacy regulations including professional learning opportunities (e.g. educational data literacy);
- build a robust process for ensuring the validity and veracity of the system, data, algorithms and interventions;
- fund research on learning analytics;
- constitute local, regional and national learning analytics committees including stakeholders from science, economics and politics with a focus on adequate development and implementation (and accreditation) of learning analytics systems.

**Conclusion**

Learning analytics draw on an eclectic set of methodologies and data to provide summative, real-time and predictive insights for improving learning, teaching, organisational efficiency and decision making (Lockyer, Heathcote and Dawson, 2013[41]; Long and Siemens, 2011[42]). While there is a great amount of attention on the ability of learning analytics to predict possible student failure, this has been for individual isolated courses rather than educational organisations in general (Gašević, Dawson and Siemens, 2015[43]). Additionally, not all learning analytics seem to be effective for learning and teaching, as demonstrated in Dawson et al. (2017[44]). The adoption of learning analytics in educational organisations requires capabilities not yet fully developed (Ifenthaler, 2017[45]). There have not been any wide-scale organisational implementation of learning analytics and therefore no empirical evidence that learning analytics improves the performance of educational organisations. International perspectives on adoption models (Nouri et al., 2019[46]) as well as on policy recommendations (Ifenthaler and Yau, 2019[12]; Tsai et al., 2018[47]) may help push this forward.
There are also important questions: Who owns the data that is available to teachers and learners? What data should be made available, and what data should remain private? Who analyses it and what is the data analysed for? What can teachers do with the data? What feedback and monitoring of learning might students expect from learning analytics? How can techno-led or -enabled assessments be used fairly and what are the risks associated with data use for assessing students’ achievements?

While considering the benefits of learning analytics for school and system management, the following developments may be implemented:

- Learning analytics can be used to develop specialised curricula, aligned with job market demand, to better prepare students for their future careers. Examples of job market intelligence for supporting learning at the workplace already exist (Berg, Branka and Kismihók, 2018[48]). This may be only a small step away.
- Learning analytics can facilitate course management and redesign of learning materials for flexible learning opportunities (Gosper and Ifenthaler, 2014[49]). This may also include adaptive and on-demand professional learning for educators.
- Learning analytics applications can support a plethora of administrative tasks (Bowers et al., 2019[50]). Examples include budgeting, purchasing and procurement activities as well as facilities management. In addition, human resources management may better support the demands of individual educators. These systems can support flexible teaching and learning in or out of schools in the most economical way. They can help manage a variety of different curricular specialisations, class sizes, teaching staff, technologies and general demands of the learning environment regarding aspects such as rooms or even furniture.
- Student applications and enrolment processes will best support student needs, and enable the school and teaching staff to micro-adapt the learning environment to students. Adaptive translation applications will support schools in communicating with parents and dealing with sick or absent students.

Policy makers are asked to develop and align policy that will encourage adoption of learning analytics for school and system management. This needs to be based on rigorous research findings, which are currently lacking. Research and development of trusted and effective learning analytics for school and system management should be encouraged.

In sum, policy makers, researchers and practitioners (Ifenthaler et al., In progress[51]) may consider the following strategies and actions:

- Evidence-based practice led by analytics: Researchers need to gather more evidence from the use of learning analytics in order to develop systems that positively impact learning. Policy makers can then develop learning analytics policies that focus on leadership, professional learning, enabling mechanisms, and data governance with added confidence.
- Promote the adoption of learning analytics: A readiness for cultural change sets the stage for acceptance and adoption, and helps guide the development of standards, principles and procedures by policy makers. These actions also address the challenge of updating principles and policies by engaging the impacted communities in the continual process of adapting and improving the organisational response to change.
- Inform and guide data services providers and users: Trustworthy, ethical learning analytics practices are supported by policy mechanisms such as standards, accreditation processes, audits and evidence-based recommendations informed by practice. Researchers play a critical role here in promoting sustainability and scalability of policy and practice, for example, by producing the knowledge needed to effectively embed analytics and provide just-in-time data services that support good decision making focussed on learning. This strategy of wisely balancing investment in data services as well as users supports both the supply and demand sides of the flow of information, which accelerates adoption and positive change.
- Impact learning via analytics tools: the priority for learning analytics should be optimising learning to achieve a more equitable and effective educational system and only, secondarily, accountability, testing, organisational change or financial efficiency. All stakeholders, including practitioners, researchers and policy makers, need new levels of data literacy to use this new tool and make use of the information learning analytics reveals.
• The role of vendors in analytics solutions, adoption and implementation of analytics systems: There is a growing supply of commercial vendors of these systems for school management. Vendors, such as BrightBytes (https://www.brightbytes.net), develop solutions and show evidence in self-funded studies concerning the benefits of implemented learning analytics systems. Researchers should critically consider these commercial solutions but seek rigorous independent evidence of benefits. Policy makers may take stock of existing commercial solutions and their growing adoption in educational organisations.
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This chapter discusses the literature and practice on emerging technologies to predict and prevent dropping out of upper secondary school. First, it presents the current research on early warning systems and early warning indicators and discusses the accuracy of predictors of dropout. It shows the value of such research, including a typology of dropout profiles. Second, it provides an overview of current emerging digital methodologies from pattern analytics, data science, big data analytics, learning analytics, and machine learning as applied to identifying accurate predictors of dropping out. The conclusion looks to the future of early warning systems and indicators, both from a research and policy perspective, calling for the need for open access algorithms and code for early warning systems and indicators research and practice, and for the inclusion of the community in their design and application, proposing a framework of “Four A’s of Early Warning Indicators” so that they are Accurate, Accessible, Actionable and Accountable.

Introduction

Students failing to graduate from upper secondary school (high school) is an issue globally. While the overall OECD average graduation rate from upper secondary school is 81%, there is large variation across national contexts, with lows at 60% graduation by age 25 in Mexico and highs around 90% in Greece, the Republic of Korea (South Korea), and Slovenia (OECD, 2019[1]). Failing to graduate upper secondary school (known as dropping out) is well-known to be linked with a wide array of student negative life outcomes, such as lower degree attainment, lower lifetime earnings, higher incarceration rates, as well as negative health effects (Belfield and Levin, 2007[2]; Lyche, 2010[3]; Rumberger, 2011[4]; Rumberger et al., 2017[5]). Thus, ensuring that students graduate upper secondary school is a high priority across education systems. This entails predicting early on which students are most likely to experience challenge in the schooling process that may lead to dropping out. With an accurate prediction and early warning, students may be provided additional resources that can help promote their persistence and success (Bowers and Zhou, 2019[6]). The field of education early warning systems and early warning indicators (EWS/EWI) is a recently emerging domain (Allensworth, 2013[7]; Balfanz and Byrnes, 2019[8]; Carl et al., 2013[9]; Davis, Herzog and Legters, 2013[10]; Frazelle and Nagel, 2015[11]; Kemple, Segeritz and Stephenson, 2013[12]; Mac Iver, 2013[13]; McMahon and Sembiante, 2020[14]) that is focused on providing actionable predictors of students failing to graduate from upper secondary school (Allensworth, Nagaoka and Johnson, 2018[15]). However, to date, while industries outside of education continually further leverage the technologies available through the emerging domains of big data, data science, data analytics, and machine learning (Piety, Hickey and Bishop, 2014[16]),
the application of these technologies to drop out early warning systems has only recently come to the fore (Agasisti and Bowers, 2017[17]; Baker et al., 2020[19]; Bowers et al., 2019[19]). The purpose of this chapter is to discuss the present state of the field of dropout prediction and early warning systems and indicators. It focuses on the application of current innovations across the technology domains of machine learning, data analytics, and data science pattern analytics to discuss promising developments in this area. As the United States context has been the focus for much of the research in this field at the upper secondary level, I focus on primarily United States science pattern analytics to discuss promising developments in this area. As the United States context has been

## Early Warning Systems and Indicators (EWS/EWI)

Across the research literature on dropping out, there is a focus on creating what have come to be known as Early Warning Systems (EWS) and Early Warning Indicators (EWI). An EWS is intended to provide actionable predictors of student challenge to help focus the efforts of a school system on specific interventions, systems, and student persistence and achievement (Allensworth, Nagaoka and Johnson, 2018[15]; Balfanz and Byrnes, 2019[8]; Mac Iver and Messel, 2013[20]; Davis, Herzog and Legters, 2013[10]; McMahon and Sembante, 2020[14]). As a form of personalisation in education using data (Agasisti and Bowers, 2017[17]), an EWS collects EWIs under a single system which is designed to more efficiently allocate the limited resources of schools towards specific areas of challenge for students who are identified as highly likely of dropping out (also known as “at-risk” students) (Carl et al., 2013[9]; Dynarski et al., 2008[21]; Dynarski and Gleason, 2002[22]; Mac Iver, 2013[13]; Rumberger et al., 2017[6]; Stuit et al., 2018[23]). Taking a positive orientation towards student persistence, much of the research that has come out of the Chicago city school system in the United States, which is a large and diverse urban education system, refers to these indicators as “on-track” indicators for graduation (Allensworth, 2013[7]; Allensworth and Easton, 2005[24]; Allensworth and Easton, 2007[25]; Hartman et al., 2011[26]; Kemple, Segeritz and Stephenson, 2013[12]). Importantly, rather than focus on student context, background, and demographic factors, such as family socio-economic status, which are highly related to student persistence (Rumberger, 2011[4]), these systems focus on predictors and indicators that are malleable so that schools can intervene and provide support to students (McMahon and Sembante, 2020[14]).

However, much remains to be learned about exactly which indicators are the most accurate and predictive for which systems, how to provide that information for action and evidence-based practice in schools, and then what those schools can do with that information. For example, in a recent study that randomly assigned 73 schools in the United States to use an early warning intervention and monitoring system, after one year, treatment schools saw a decrease in at-risk student chronic absences and course failures but there was no effect on suspensions, low grade point averages, or student credit accrual (Faria et al., 2017[27]). Student credit accrual is seen as a central early outcome of these studies as a direct indicator of continued student persistence and a positive graduation trajectory. Similarly, in a recent randomised controlled experiment of 41 high schools in the United States in which treatment schools used a half-time staff member to monitor ninth grade early warning indicators and provide student supports, treatment schools decreased chronic absenteeism yet had no significant differences on student course failures or credits earned (Mac Iver et al., 2019[28]). One additional difficulty is that relevant early warning indicators may vary across cultures (Box 9.1 and Box 9.2). Thus, while much remains to be learned, the early warning systems and indicators domain is an intriguing and growing research and practice domain that attempts to identify students at risk of dropping out and positively intervene to support student persistence, using the most recent data mining techniques.

### Accurate predictors of dropping out

A central concern across the early warning systems and indicators domain is the accuracy of indicators used to predict the probability of a student dropping out. While many studies examine a range of predictors using correlation, logistic regression, or similar types of statistics, and then report which variables are most significant in predicting student graduation or dropping out (Allensworth and Easton, 2007[25]; Balfanz, Herzog and Mac Iver, 2007[33]; Bowers, 2010[34]), recent research has begun to focus on comparing the accuracy of predictors using signal detection theory (Bowers, Sprott and Taft, 2013[35]; Bowers and Zhou, 2019[6]). In signal detection theory (Swets, 1988[36]; Swets, Dawes and Monahan, 2000[37]), all potential predictor variables are compared using a Receiver Operating Characteristic (ROC) plot which compares the sensitivity versus the specificity of a predictor, or the true-positives versus the false-positives, as one wishes for a predictor of an event to identify all of the cases
who experience the event (here, dropping out), and not misidentify cases as likely to experience the event who did not (Bowers and Zhou, 2019[6]). For example, a dropout predictor may be very specific, in that all of the students with a combination of factors may drop out, but not sensitive as the ratio of students who have that combination of predictors who eventually drop out from the sample may be very small.

Box 9.1 Early warning system in India

In order to fight the high rate of school dropout, the government of Andhra Pradesh, a south-eastern state in India, deployed an application developed by Microsoft that uses machine learning to predict school dropout (Azure). Based on data such as enrolment, student performance, gender, socio-economic demographics, school infrastructure, and teachers’ skills and experience, the software is designed to extract patterns and make predictions. Education officers use the results to guide their interventions and prioritise their investments. According to a government source, Azure identified more than 60 patterns for school dropout in the state. The use of outdated syllabuses for example holds back some students, and students with a lower performance in English or mathematics have a higher chance of dropping out, as they may feel less likely to get a good job or to get into a good college. Another pattern is for example that girls tend not to go to class if the school’s toilets do not function. In 2019, it was reported that more than 10 000 schools in Andhra Pradesh were using Azure as an early warning system.

Sources: India AI, 2019[29]; The Wire, 2016[30]; MSV, 2016[31].

Box 9.2 Promoting graduation in vocational education and training (VET) in Helsinki (Finland)

In Finland, around half of the students completing their basic education continue on to vocational education (rather than high school, but can continue on to university after they graduated in VET if they want). Vocational education and training is competence-based and leaves much freedom to students: there are no courses, no classes, no traditional lessons, no school subjects, and no traditional weekly timetables. Some students can graduate in a couple of months, others, in three years. All students have a personal competence development plan to support them to acquire the qualification requirements in their domain. In Helsinki, an AI-based system (AI-HOKS) was developed to support VET students to graduate (and limit their risks of dropping out). Its main goal is to identify as early as possible the circumstances and the phase of learning when students will most likely need support, and to provide automated and semi-automated support (e.g. mobile coaching). The system scaffolds both students and teachers, focusing over time on four main dimensions: learning phase; learning activity; learning and social engagement; and study progress. The indicators for early warning and intervention are based on: 1) personal competence development plans (including implementation time lines, acquired competences and self-evaluation); 2) login and use of various tools and learning environments; 3) weekly mobile questionnaires sent to students’ cell phones, and; 4) students’ feedback provided through the system. With the aim to provide ethical learning analytics, traditional statistical methods that classify or profile students are not used. Instead, ground data is collected as a basis for building machine-learning models that can be used once the system has been used for a couple of years and larger data sets are available. As of 2021, the system is still being piloted so information about its effectiveness is not available yet.

Source: Interview between Pasi Silander and Stéphan Vincent-Lancrin, 2021[32]
Using these aspects of signal detection theory, Bowers, Sprott and Taff (2013) compared 110 dropout predictors identified from across the literature, and demonstrated that the vast majority of the predictors were no better than a random guess. However, the authors did identify two specific sets of early warning indicators that were more accurate than the others.

The first was the Chicago early warning indicator. Based on over a decade of research from the Chicago urban school system in the United States (Allensworth, 2013[7]; Allensworth and Easton, 2005[24]; Allensworth and Easton, 2007[25]; Allensworth et al., 2014[36]; Allensworth, Nagaoka and Johnson, 2018[15]), the “Chicago on-track” indicator was identified as the most accurate cross-sectional dropout predictor (cross-sectional meaning that the data for the predictor comes from a single year), focusing on the ninth grade and low or failing grades in core subjects such as mathematics or English, and accumulated credits. As a cross-sectional indicator that is very accessible for educators, the Chicago on-track indicator provides a strong means to use an EWI that has higher accuracy than comparable cross-sectional indicators that combine information that currently exists in the school’s education data management system. Nevertheless, while the Chicago on-track indicator has higher accuracy than other cross-sectional indicators, the same study by Bowers et al. (2013) demonstrated much higher accuracy dropout predictors that rely on long-term longitudinal data.

In their comparison across 110 predictors of dropping out, the second set of most accurate early warning indicators was generated by one method that stood out as consistently providing the most accurate predictors of dropping out (Bowers, Sprott and Taff, 2013[35]), namely Growth Mixture Modelling (GMM). This technique has the ability to identify significantly different student data patterns over time (see Box 9.3). Three Growth Mixture Modelling analyses were identified for predicting dropping out with extremely high accuracy in comparison to all other predictors (Bowers, Sprott and Taff, 2013[35]). First, analysing a sample of more than 10 000 students from Québec (Canada) from ages 12 through 16, the authors examined student engagement with school over time, such as attendance, discipline, and subject enjoyment and interest, and identified specific low engagement trajectories predictive of dropping out (Janosz et al., 2008[39]). Second, a study using thousands of secondary student mathematics achievement in the United States identified specific growth or decline trajectories that proved predictive of dropout (Muthén, 2004[40]). And third, chief among these studies with high accuracy prediction was a study of trajectories of non-cumulative grade point averages (Bowers and Sprott, 2012[41]).

Box 9.3 Growth Mixture Modelling (GMM)

GMM is a pattern analysis framework that identifies statistically significant different growth or decline trajectories of respondents in a variable over time (Bowers and White, 2014[42]; Martin and von Oertzen, 2015[43]; Masyn, 2011[44]; Muthén, 2004[40]; Ram and Grimm, 2009[45]; Vermunt, Tran and Magidson, 2008[46]). In effect, GMM sits between data mining and inferential statistics as a method within the mixture model class of statistical models that is related to other pattern analytic techniques, such as a cluster analysis, while providing a framework to inferentially test the likelihood of inclusion within clusters, including hypothesis testing and inclusion of control variables on the probability of group membership (Martin and von Oertzen, 2015[43]; Vermunt and Magidson, 2002[47]; Vermunt, Tran and Magidson, 2008[46]).

In their study, Bowers and Sprott (2012[41]) examined the non-cumulative grade point averages of over 5 000 students in the United States over the first three semesters of high school of ninth grade semester one, ninth grade semester two, and tenth grade semester one. A non-cumulative grade point average is the average grades for a student in any one grade level averaged across all subjects. The authors argued that this grade data is important to examine as school systems globally assign and collect teacher-assigned grades on a regular basis, yet historically this dataset has been rarely leveraged as important data within some education policy systems (Bowers, 2009[48]; Bowers, 2011[49]; Bowers, 2019[50]; Bowers and Sprott, 2012[41]; Brookhart, 2015[51]). A focus on non-cumulative GPAs is also an improvement over cumulative GPA as the variance in student data year-over-year can then be used to capture different trajectory types (Bowers, 2007[52]).
Bowers and Sprott (2012[41]) identified four significantly different trajectories of non-cumulative GPA: 1) students whose grades decline over this time period; 2) students whose grades start relatively low and rise slowly over time; 3) students who make up the majority and have flat grades throughout the time period; and 4) students who have high grades throughout the time period. The main finding was that while the first two groups made up only 25% of the sample, they accounted for over 90% of all of the students who dropped out (Bowers and Sprott, 2012[41]). The majority of the dropouts experienced the low grades and slowly rising trajectory: their grades were going up, but apparently not fast enough. Students with the declining grades trajectory represented a much smaller fraction of dropouts. Together with previous studies using teacher-assigned grades (Allensworth and Luppescu, 2018[53]; Allensworth, Nagaoka and Johnson, 2018[15]; Battin-Pearson et al., 2000[54]; Bowers, 2010[34]; Bowers, 2010[55]; Finn, 1989[56]; Hargis, 1990[57]), these findings confirmed the strong predictive validity of grades on long-term student outcomes such as persistence in school and graduation. In spite of grades having a reputation in some of the psychometrics literature of being less reliable than standardised tests (Brookhart, 2015[51]), the research over the past 100 years has demonstrated that grades measure both academic achievement and a student’s ability to negotiate the social processing of school, which is highly related to school engagement, persistence, and later life outcomes (Bowers, 2009[48]; 2011[49]; 2019[50]; Brookhart et al., 2016[58]; Kelly, 2008[59]; Willingham, Pollack and Lewis, 2002[60]).

In a follow-up study, using Latent Class Analysis (LCA) and a large United States nationally generalisable sample of students who drop out of school, Bowers and Sprott (2012[41]) further identified these two types of students who dropped out, and identified the remaining small group that accounts for less than 10% of the dropouts. LCA, like Growth Mixture Modelling, is a form of mixture modelling and allows for the identification of significantly different types of responders across a set of survey items (Collins and Lanza, 2010[62]; Masyn, 2011[44]; Muthén, 2004[40]; Vermunt and Magidson, 2002[47]), identifying a typology of responders. Here, the authors identified a three-group typology of dropouts, which corresponded to the previous dropout typology research and identified the proportions of each type across the United States (Bowers and Sprott, 2012[61]).

First, 38% of the students who dropped out represented the Jaded dropout type: these students correspond to the traditional conception of a dropout as “maladaptive” of the previous research, in that those students do not like school, do not think that teachers are there for them, and have a general jaded conception of the schooling process. These students have low and declining grades. These students return to schooling the least and have low long-term outcomes.

Second, the Quiet dropout type amounted to about 53% of all dropouts. It corresponded to students with low and slowly rising grades. This was a significant finding as these students correspond to the majority of students who drop out, but are rarely identified by schooling systems as “at risk” because they generally like school, are connected to school, and have grades that are slowly rising—although their grades do not rise fast enough for them to eventually pass all of their classes and graduate.

The third type was the Involved dropout type, who accounted for about 9% of the dropouts. These students were highly involved in school, had generally high grades, and returned the most over time to complete their degrees and go on to post-secondary education. Hypothesised previously as students who are “lost at the last minute” (Menzer and Hampel, 2009[63]), these dropouts, while accounting for the smallest proportion of dropouts, would seem to be the first set of dropouts an intervention would be attempted on, as they persist the longest before dropping out, and often drop out due to either a significant life event (such as pregnancy or family mobility) or to the discovery of a mistake in their transcript and an unexpected need to take an additional course.

As noted across these studies (Bowers and Sprott, 2012[41]; 2012[61]; Bowers, Sprott and Taff, 2013[36]), this typology perspective for dropouts is a significant advance, as previously dropping out of school or being “at risk” was seen as a single monolithic category. The single category perspective for dropping out leads to a naïve view in designing interventions for students who drop out. This may be contributing to the difficulty in finding consistent intervention effects in randomised controlled trials (RCTs) focused on dropouts (Agodini and Dynarkski, 2004[64]; Freeman and Simonsen, 2015[65]). For example, given the findings above, RCTs that attempt to intervene and support student persistence through creating interventions that reconnect students with schooling assuming the traditional Jaded conception of dropping out, focus on only one third of the students who actually drop out, and ignore the vast majority of dropouts who are Quiet and Involved dropouts. Thus, it is not surprising that many experiments have struggled to demonstrate treatment effects, as to date dropout intervention RCTs have lacked...
a direct focus on creating very different interventions for the three different types of dropouts (McMahon and Sembiante, 2020\cite{14}; Sansone, 2019\cite{66}). For example, the Jaded students may need reconnection with schooling, while the Quiet students may benefit from additional academic instruction and tutoring, and the Involved students counselling on life events, enrolment, and early transcript requirement audits (Bowers and Sprott, 2012\cite{61}).

Many of the studies on early warning systems and indicators estimate and evaluate a set of variables to predict dropping out by viewing the likelihood of students dropping out as a single category. As noted in the dropout predictor accuracy literature (Bowers, Sprott and Taff, 2013\cite{35}) as well as the early warning system literature (McMahon and Sembiante, 2020\cite{14}), it is the attention to the typology theory of dropping out that significantly contributes to the jump in accuracy for the group of Growth Mixture Modelling dropout predictors presented above, identifying more than 90% of the students who drop out. Additionally, perhaps just as important is the longitudinal nature of these accurate predictors that captures significantly different student trajectories over time. A central theory in the dropout literature that is often overlooked in some of the early warning systems and indicators literature (McMahon and Sembiante, 2020\cite{14}) is what has been termed the “life-course perspective” (Alexander, Entwisle and Kabbani, 2001\cite{67}; Dupéré et al., 2018\cite{68}; Dupéré et al., 2015\cite{69}; Finn, 1989\cite{58}; Pallas, 2003\cite{70}). Here, student failure to complete upper secondary school is seen as a long-term process in which, rather than a single event happening in time, multiple stressors accumulate over time and eventually reach a threshold in which the student no longer attends school. Capturing this long-term process then is important for accurately predicting early which students may drop out. This technology of Growth Mixture Models (GMM) provides a useful means to analyse exactly this type of data, relying on long-term over-time data rather than single individual time-point predictors, leading to the increased accuracy of growth mixture model-based predictors (Bowers, Sprott and Taff, 2013\cite{35}).

In a study that used the full state-level dataset of all students over multiple years from the state of Wisconsin in the United States to examine a wide range of available individual variables to use for predicting dropping out, Knowles (2015\cite{71}) used multiple data mining and machine-learning techniques. However, none proved more accurate than the growth mixture model predictors. Indeed, the analysis did neither consider the longitudinal nature of the data nor adopt a typology perspective, which is the core innovation and value added of Growth Mixture Models. Similarly, using the United States nationally generalisable High School Longitudinal Study of 2009 (HSLS:2009) of more than 21,000 high school students, Sansone (2019\cite{66}) focused on single year grade 9 data and applied a similar set of machine learning and logistic regression models to a wide range of student achievement, behaviour, and attitudinal data. The study obtained similar accuracy findings as Knowles (2015\cite{71}) with again none of the models as accurate as the growth mixture model predictors (Sansone, 2019\cite{66}). Interestingly, a recent study that included more than 1 million students from the United States from 1998-2013 in the three states of Massachusetts, North Carolina, and the state of Washington, examined the accuracy of simply using the single time-point mathematics and English reading and writing standardised state test scores from grade 3 or grade 8 to predict dropping out in high school (Goldhaber, Wolff and Daly, 2020\cite{72}). They find that their predictor accuracy was about the same as the Chicago on-track indicator, missing 25% or more of the students who eventually drop out. Looking beyond the United States context, a study that included single year data from hundreds of thousands of students in Guatemala and Honduras (Adelman et al., 2018\cite{73}), as well as a range of variables such as student achievement, student, school and community demographics, obtained predictor accuracy with similar ranges as Knowles (2015\cite{71}) and Sansone (2019\cite{66}) with simple logistic regression methods. This highlights again the strength of the Growth Mixture Modelling method but also that the chosen data analysis method and indicators matter more for the accuracy of the dropout predictors than the size or comprehensiveness of the dataset.

**Application of emerging digital technologies: pattern analytics and data science**

Together, these findings from the early warning systems and indicators literature indicate a growing usefulness of emerging technologies to identify accurate predictors of dropping out of upper secondary school that focus on groups of patterns of individuals’ data over time. While the research domain overall is still relatively new with much work yet to be done, the emerging and growing domains of pattern analytics, data analytics, data science, learning analytics, educational data mining, and machine learning (Koedinger et al., 2015\cite{74}; Piety, 2017\cite{75}) provide an attractive opportunity for researchers, education practitioners, and policymakers. They can take advantage of these new technologies to augment the ability of their current education systems to use the data already collected in schools in new ways that help inform decision making and instructional improvement (Agasisti and
Bowers, 2017[17]; Baker and Inventado, 2014[76]; Bienkowski, Feng and Means, 2012[77]; Bowers, 2017[78]). As noted in this literature, these techniques “make visible data that have heretofore gone unseen, unnoticed, and therefore unactionable” (Bienkowski, Feng and Means, 2012[77], p.ix). In an effort to inform early warning systems and indicators research and practice, I argue here for increased attention to the opportunities that these techniques can provide to not only increase the accuracy of the indicators in early warning systems, but to increase the usefulness and actionable information provided to educators to take action in informed ways.

Dropout versus discharge

For example, a domain in the dropout research that could be informed through the application of data analytic technology is the issue of dropout versus school discharge (also known as pushout). This domain is one area that has received little attention in the EWS/EWI research, but is a well-known issue in the more general dropout literature. Historically, given the life-course typology perspective noted above, dropping out of school is theorised as a long-term continuous process of multiple accumulating stressors that may affect students in different ways (Alexander, Entwisle and Kabbani, 2001[67]; Dupéré et al., 2018[68]; Dupéré et al., 2015[69]). It is the ability of researchers to draw on this type of theory to match the realities of the dropout process through the analysis techniques noted above that may additionally contribute to the accuracy of predictors that incorporate this information, such as the growth mixture model predictors. However, a much smaller set of research has demonstrated that rather than a singular voluntary process, students who fail to graduate from secondary school may voluntarily leave while others may be involuntarily discharged (Riehl, 1999[79]; Rumberger and Palardy, 2005[80]). Thus, there is some evidence, especially under accountability pressures, that some schools may discharge low performing students through encouraging them to leave the system through a variety of techniques in an effort to increase the average test performance of the school (Rumberger and Palardy, 2005[80]).

To date, while the research across this domain continues to develop, there are a range of pattern analytic techniques that are being developed to further inform EWS/EWI. This is what the remainder of this section will focus on.

Machine-learning predictors: decision trees and random forests

Recent research has begun to expand the number of techniques available for early warning systems and indicators research and practice as researchers continue to explore the possibilities of using analytics from the data mining, data science, and longitudinal modelling fields (Agasisti and Bowers, 2017[17]; Piety, 2019[75]), including decision trees, longitudinal cluster analysis visualisations, and time-nested survival and hazard models.

First, Classification And Regression Decision Trees (CART) is a family of models that is well-known to be helpful for both researchers and decision makers, as decision trees provide empirically identified cut points, priorities, and weights on variables related to an outcome. As a form of data mining, the output of a decision tree is a figure that partitions and prioritises the most important variables identified by the algorithm in predicting the outcome, gives a cut point on that variable if it is continuous, and then proceeds to branches in the tree, showing the next set of highest priority variables, and so on (Breiman et al., 1993[81]; Quinlan, 1993[82]; Quinlan, 1990[83]). CART analysis has been used in education research and policy, to identify predictors of achievement and test score performance (Koon and Petscher, 2015[84]; Koon, Petscher and Foorman, 2014[85]; Martínez Abad and Chaparro Caso López, 2017[86]). It supports. Similar types of data analytics as those described above could be applied to data from large schooling systems to identify if this discharge practice is taking place. Pattern analytic techniques such as the longitudinal typology analysis are designed to detect and determine exactly whether students are leaving the system through a process that differs substantively from that of voluntary dropouts. This is especially true when deep sets of longitudinal data across entire systems are available. Specifically, typology analytics such as latent class analysis and Growth Mixture Modelling may be quite useful in identifying these types of school behaviour. Thus, not only are these digital technologies helpful in informing early warning systems and indicators research and practice, but they can be used within and across systems to detect many different types of patterns.

To date, while the research across this domain continues to develop, there are a range of pattern analytic techniques that are being developed to further inform EWS/EWI. This is what the remainder of this section will focus on.
confirming much of the literature on the predictors of dropping out as well as identifying additional interesting predictors, such as dress code violations and number of times a student absence was corrected to present (Baker et al., 2020[19]). In another example in dropout prediction, Soland (2013[87]; 2017[88]) used large generalisable datasets in the United States and over 40 variables to identify that college and career aspirations were important variables to include in dropout early warning prediction in addition to grade point average, standardised test scores, and teacher expectations (Soland, 2013[87]; 2017[88]).

Indeed, researchers using machine-learning decision trees have shown strong predictive accuracy for dropout across country contexts, including Mexico (Márquez-Vera, Morales and Soto, 2013[89]), Denmark (Sara et al., 2015[90]) and the Republic of Korea (South Korea) (Chung and Lee, 2019[91]). In Mexico, the study examined data from 670 middle school students from Zacatecas and included more than 70 predictors, finding that regression trees had the highest accuracy of predicting eventual school dropout (Márquez-Vera et al., 2013[92]; Márquez-Vera, Morales and Soto, 2013[89]).

Second, random "forests" is another powerful data analysis technique based on decision tree. As implied by the name, random forests have many regression "trees", estimating an ensemble of many CART analyses, while using a range of random starting parameters, and then testing the "forest" of tree models to find the best solution (Breiman, 2001[93]). In Denmark, using a large sample of over 72,000 students, multiple machine-learning procedures were examined for their accuracy in predicting dropout. The analysis was based on student data, including grades, absences, missing assignments, as well as school size and enrolment and community demographics (Sara et al., 2015[90]). Random forest techniques outperformed CART accuracy. Similarly, using random forest and analysing data from over 165,000 high school students in South Korea, Chung and Lee (2019) included a range of predictor variables such as absences, lateness to school or class, and amount of time on personal or extracurricular activities, clubs and volunteer work, and found strong accuracy in predicting dropout (Chung and Lee, 2019[91]). Using the same dataset, Lee and Chung (2019[91]) noted the extreme imbalance in South Korean dropout data, as the percentage of students who drop out is quite small, which can create problems for many standard regression tree-based machine-learning algorithms. To address this, the authors included a correction for this imbalance issue, demonstrating improvement in accuracy for both regression tree and random forest algorithms (Lee and Chung, 2019[94]).

The use of random forest machine-learning algorithms has also recently been examined with United States data. In a study analysing data from a mid-Atlantic regional school district of about 11,000 students (Aguiar et al., 2015[95]) the authors included a range of predictors such as student achievement, attendance, and mobility. Rather than predict the actual dropout event, the authors predicted students being in the top 10 percentile of their at-risk category, making it difficult to compare the results to other contexts or studies. More recently, a study using random forest machine learning and data from millions of students across the United States (Christie et al., 2019[96]) analysed a model that included over 70 student predictors including student achievement, attendance, behaviour, discipline, and course credits among many others. Unfortunately, while the authors demonstrate high accuracy of their model in predicting dropout, they do not list the 70 predictors, the algorithm, or how the predictors are weighted or used in the model, making it difficult to evaluate or use the results in further research.

Interestingly, across each of these studies using random forest machine learning, overall prediction accuracy was comparable to the growth mixture model predictors noted above, with accuracy over 80%-90%. Nevertheless, a consistent critique of such machine-learning models (Villagrá-Arnedo et al., 2017[97]), such as random forest, is that they are difficult to interpret and act upon, as exactly how the code and algorithm works is not apparent or simple to report, and across so many predictors, knowing how to use the predictor and intervene is not straightforward (Knowles, 2015[71]). While a model may be accurate in predicting dropout, if the algorithm is overly complex, hidden or unreported, it is more difficult to understand and implement models across contexts, and perhaps more importantly, design and test effective interventions.

**Hierarchical Cluster Analysis (HCA) heat maps**

A persistent issue across the dropout EWS/EWI prediction domain is the need to unpack and open algorithms and predictions, examining not only the code but also the patterns identified through the method (Agasisti and Bowers, 2017[117]; Bowers et al., 2019[19]). This allows experts to not only see inside of the prediction algorithm and code to understand how it works, but also to work to not simply summarise students in overall averages, prediction scores, or at-risk status categories (Hawn Nelson et al., 2020[98]), but rather to view the entire life course of the student...
as an individual through the system that has been provided to them using the data available (Bowers, 2010[34]). One method proposed to address these issues is the application of the visual data analytic technology of hierarchical cluster analysis (HCA) heat maps. Adapted from the big data taxonomy and bioinformatics domains (Bowers, 2010[34]; Eisen et al., 1998[99]; Wilkinson and Friendly, 2009[100]), but used rarely in education research (Kinnebrew, Segedy and Biswas, 2014[101]; Lee et al., 2016[102]; Moyer-Packenham et al., 2015[103]), cluster analysis heat maps visualise clusters of patterns of individual student data and link that information to overall student outcomes, providing a means to examine not only clusters of patterns but the variance across clusters, students, and variables. For example, Figure 9.1. from Bowers (2010[34]) applies HCA heat maps to the entire longitudinal grading history of 188 students from two small school districts in the United States. It patterns the data across all of the students and visualises every individual course grade across all subjects from kindergarten through grade 12, and links them to overall outcomes such as graduation or drop out, as well as taking a college placement exam (in this case: ACT). Importantly for the visualisation, each student’s data is represented in a “heat map” in which higher grades in each subject are a hotter red, and lower grades a colder blue. This replaces numbers with blocks of colour.

Hierarchical cluster analysis, relying on a long history of cluster analytic techniques from data mining (Bowers, 2007[52]; Romesburg, 1984[104]; Wilkinson and Friendly, 2009[100]), provides a useful means to provide organisation and pattern analysis to education data. Historically, education data is represented in data files with rows of students organised by either student name or identification number, and then columns of variables. When cluster analysis is applied to this type of data, rather than students being proximal to each other in the order of rows based on name or identification number, the similarity in the pattern of the variables included in the columns is used to reorganise the list, with indications of how similar or dissimilar every student is to their proximal cluster pattern in relation to all other clustered rows of students (Bowers, 2010[34]). The heat map then provides a visual means to display all of the data, and as similar rows are next to each other, blocks of colours form across the dataset, allowing researchers and decision makers to view the entire dataset and all students at the same time, linked to overall outcomes (for a review, please see Bowers, 2010a). In comparison, more traditional ways of viewing data in education, such as bar graphs or line plots of student data, requires a selection of variables to be displayed, and even for just 100 students can become uninterpretable with so many lines or bars. Rather than summarise student data to overall averages across only a small selection of variables, the HCA heat map analysis displays every student in the dataset along with every data point, patterned in a way that provides a means to examine each cluster linked to outcomes.

For the Bowers (2010[34]) study, each student’s grades over their entire history in their K-12 education system were patterned and linked to their overall K-12 outcomes. Importantly, specific clusters of student longitudinal grading patterns could be identified that were previously unknown to the schooling system, such as a cluster of students who obtained high grades until grade 3 and 4, and then their grades fell, matching low graded students who more often drop out (see Figure 9.1. , bottom, green annotated cluster). Conversely, one of the smallest clusters of students were a group of students who had low grades for the first few years of schooling, but then rose quickly near the end of elementary school and all graduated (see Figure 9.1. , top, yellow annotated cluster). For both of these examples, all individual students in each cluster can be identified in the visualisation along with all of their actual data. This provides a unique opportunity for decision makers to see the overall scope of data that is important to upper secondary school graduation, patterned over time and across students. In addition to the overall patterns, HCA heat maps allow decision makers to focus on specific students to gain a much deeper understanding of the lived experience of that student through the system provided to them. This technology thus serves to help create more actionable interventions that can potentially be personalised to that student based on how the student has progressed through the system provided to them.
Issues of machine learning and data mining: generalisability, open access, and accuracy

Across these types of data mining and visual data analytic techniques, a central limitation is that the models are trained on specific school, district or state data but designed to provide actionable information about the broader education system. These data mining models historically are limited in their ability to generalise to a larger population beyond the training dataset. Indeed, recent early warning systems and indicators research across three school districts in the state of Ohio in the United States demonstrated different results across each district (Stuit et al., 2016[23]). This prompted the authors to recommend that researchers and practitioners validate findings from studies from outside of their system using the same variables but including the local system data, and then compare the findings. As the authors note:
Given the variability across school districts... in consistency of predicting failure to graduate on time, and in relative accuracy of indicators to predict failure to graduate on time, the findings suggest that it is important for school districts to examine and analyze their own student-level data in order to develop their own early warning system. (p.ii)

Similarly, at a larger scale, in a recent study that included student academic performance, attendance, and behaviour data from over 1 million students in the United States to predict dropout, when the data mining prediction algorithm was applied to 30 target districts outside of the dataset "none of the... models did as well as their average when applied to the target districts" (p.735) (Coleman, Baker and Stephenson, 2019[105]). Thus, a current central limitation of data mining techniques in dropout prediction is generalisability beyond the training dataset, yet this work is critically important for the school systems included in the training data. For school and system leaders, education data science techniques, such as data mining, pattern analysis, data visualisation, and prediction accuracy, are important recent innovations that can help support their decisions throughout the education system for actionable data use (Agasisti and Bowers, 2017[117]; Bowers, 2010[55]; Krumm, Means and Bienkowski, 2018[106]; Bowers, 2017[78]; Piety, 2019[75]). As noted in the recent literature on the intersection of data science, evidence-based improvement cycles, and school leadership, termed Education Leadership Data Analytics (ELDA) (Bowers et al., 2019[19]), this work includes:

ELDA practitioners working collaboratively with schooling system leaders and teachers to analyze, pattern, and visualize previously unknown patterns and information from the vast sets of data collected by schooling organisations, and then integrate findings in easy to understand language and digital tools into collaborative and community building evidence-based improvement cycles with stakeholders. (p.8).

Thus, this pattern analytic work within each school district and system is important to help inform decision making (Bowers, 2017[78]; Mandinach and Schildkamp, 2020[107]).

Nevertheless, this type of local replication and comparison of models can only take place if the methods and algorithms used are available publicly and open access. Following similar calls across multiple domains in research, health, industry, and government in which large datasets are analysed in similar ways to make recommendations (Stodden et al., 2016[108]; Wachter and Mittelstadt, 2019[109]), there are recent calls for transparency and open access publication of all algorithms in education. While education data must be private and confidential, if an algorithm makes a recommendation, prediction, or a decision for students, teachers, or schools, it is ethical that the code and algorithm be posted public and open access, free of hidden proprietary features (Agasisti and Bowers, 2017[117]; Bowers et al., 2019[19]). This open publication and access to algorithms in education decision making helps prevent issues noted in other sociological data science and data mining domains, such as bank loans and incarceration recommendations. Hidden algorithms and unintended consequences lead to bias and inequities in the algorithms and the outcomes they generate that go unidentified (Benjamin, 2019[110]; Hawn Nelson et al., 2020[98]; O’Neil, 2016[111]), whereas open algorithms with the appropriate data can be tested for bias and fairness (Corbett-Davies and Goel, 2018[112]; d’Alessandro, O’Neil and LaGatta, 2017[113]; Dudik et al., n.d.[114]; Loukina, Madnani and Zechner, 2017[115]; Zehlike et al., 2017[116]).

Recently, to help local school system practitioners assess the accuracy of their early warning systems and indicators, Bowers and Zhou (2019[6]) provided a guide for Receiver Operating Characteristic analysis. As noted above, Receiver Operating Characteristic analysis allows for the comparison of the accuracy of different predictors on an outcome, with the technique of receiver operating characteristic area under the curve (ROC AUC) providing a continuous measurement comparison of accuracy along with a statistical test of difference in the accuracy between two predictors (Bowers and Zhou, 2019[6]). However, as data practitioners in schooling systems come to their jobs through many different and idiosyncratic career paths (Bowers, 2017[78]; Bowers et al., 2019[19]), it is rare that they have received training in how to compare the accuracy of different predictors of educational outcomes. Additionally, in many instances, busy education data practitioners working on early warning systems and indicators may not have the time or training to generate the code for this type of EWI accuracy assessment and comparison. This issue is made more difficult in that few research studies in education currently publish their full algorithm and code to allow for replication and practitioner use (Bowers et al., 2019[19]; Knowles, 2015[71]). To address this issue, Bowers and Zhou (2019[6]) used large and comprehensive United States nationally generalisable datasets that are open and public to provide a guide and walkthrough for education data practitioners wishing to apply receiver operating characteristic area under the curve (ROC AUC) analysis of their EWIs within their EWS to assess the accuracy of each indicator and statistically compare significantly different levels of
accuracy in prediction of education outcomes. Importantly, the study provides not only a guide demonstrating receiver operating characteristic area under the curve (ROC AUC) indicator accuracy analysis across a wide range of education outcomes, from dropout and upper secondary school completion, to post-secondary enrolment and completion, among others (Bowers and Zhou, 2019[6]), but also supplementary materials that include all of the code in the open source R statistical language for each table, equation, and figure in the study. This type of study helps to promote the sharing of algorithmic resources across contexts, testing of the code comparisons of results and application to local educational communities for decision making (Bowers et al., 2019[19]).

Conclusion and future directions

Across the early warning systems and indicators research and practice in reducing dropouts, emerging technologies from pattern analytics, data mining, learning analytics, and machine learning are providing an opportunity to expand what is known about how to accurately predict student outcomes and then provide interventions that help support student success. However, predictor identification and accuracy analysis is only one small part of a much larger system.

Figure 9.2. Only a small fraction of a schooling organisation’s early warning systems are composed of predictor identification

While there is much recent research and interest in student outcome predictor identification and accuracy analysis in early warning indicators and systems, identifying predictors is only one small part of a much larger system. Adapting the central figure from a paper by engineers at Google Inc. in which they note that machine learning is only a very small piece in which «the required surrounding infrastructure is vast and complex» (p.4) (Sculley et al., 2015[117]), Figure 9.2. places the issues of “predictor identification” in the larger context and systems of preventing students’ dropout. Multiple different pieces work together throughout the process, starting on the left of Figure 9.2. with collecting, cleaning, and managing a wide range of student and school data over time in collaboration with community members; providing that information to stakeholders through the early warning system and dashboard; and combining it with input from students, teachers, and family members. This then motivates inferences about student challenges and success in the system, which, when combined with appropriate and available resources, can be used to tailor interventions to student needs or modify current supports offered to all through the education system. Ultimately, as noted on the right of Figure 9.2. information can be gathered to feed back into the system and help support continuous improvement.

While my focus throughout this discussion has been on the specifics of early warning indicators and their accuracy, the point that this discussion is only one small part of the vast system in education organisations that can be leveraged to help support student success is exemplified in the work in the Chicago context in the United States (Allensworth, Nagaoka and Johnson, 2018[15]). As noted above, the Chicago on-track indicator is a well-known and fairly accurate cross-sectional early warning indicator of students dropping out of school. Over the last two decades, the city of Chicago has seen a dramatic increase in graduation rates (Allensworth et al., 2016[118]), from 52.4%
in 1998 to above 90% by 2019 (Issa, 2019[119]). However, as stated by researchers in Chicago, finding more accurate on-track indicators and providing these in an early warning system did not cause improvement, as this is a necessary but insufficient issue to address dropping out of school. Rather, the early warning system is a small piece of a much larger suite of systems combined with educator action that provides useful data to educators who then tailor interventions for students and create or modify current systems to help support student persistence. As noted by Allensworth (2013[7]):

Ten years ago, addressing high school dropout rates seemed like an intractable problem... Those were the days before wide access to student-level data systems. Now that educators can track students’ progress through school, they have early warning indicators that are available, highly predictive of when students begin high school, and readily available to high school practitioners. Furthermore, the factors that are most directly tied to eventual graduation are also the factors that are most malleable through school practices—student attendance and effort in their courses. Not only can students be identified for intervention and support, but schools can use patterns in the indicators to address structural issues that make it more difficult for students to graduate (p.68-69) (Allensworth, 2013[7]).

The four A’s of early warning indicators: Accurate, Accessible, Actionable and Accountable.

In order to be a core component of an effective strategy supporting student persistence and graduation, early warning systems must have indicators that have four central tenets. Here I propose these tenets as “The Four A’s of Early Warning Indicators”, claiming that outcome predictors must be: Accurate, Accessible, Actionable and Accountable:

• **Accurate** in that the predictor actually identifies the outcome at some earlier time point, which is most easily assessed using accuracy metrics such as the receiver operating characteristic area under the curve (ROC AUC) as discussed above.

• **Accessible** in that the predictor is easy to understand and open to investigation. Accessible does not mean simple, but rather that the algorithm can be accessed, examined, and understood. Accessible is the opposite of proprietary, hidden, or machine learned algorithms that obfuscate how the prediction takes place, but instead is open, public, and understandable.

• **Actionable** in that the predictor can be used to take action to help tailor interventions, or modify the current system and organisation to address systemic issues. Actionable early warning indicators rely on predictors that are recent or real-time, malleable, and under the influence of stakeholders, in opposition to predictors that students, teachers, administrators, and family and community members have no control over.

• **Accountable** in that predictors are regularly checked for bias, are held up to and inspected by the communities for which they are predicting, and regularly audited and critiqued to examine the extent of algorithmic bias and promote fairness. Accountable early warning indicators include the community in the design and application of the predictors to issues of concern to the community, designing and using predictors in collaboration with the communities for which the system is designed to serve.

Of the four A’s, accountability may be the most important aspect to consider for early warning systems and indicators. When Accountability is addressed well, the other three A’s of Accurate, Accessible and Actionable become clearer. Indeed, accountability in algorithmic prediction is a growing area of concern globally. In discussing the legal issues around data privacy and algorithmic prediction in the European Union and the United States, Wachter and Mittelstadt (2019[109]) note:

Unfortunately, there is little reason to assume that organizations will voluntarily offer full explanations covering the process, justification for, and accuracy of algorithmic decision making unless obliged to do so. These systems are often highly complex, involve (sensitive) personal data, and use methods and models considered to be trade secrets... An explanation might inform the individual about the outcome or decision and about underlying assumptions, predictions, or inferences that led to it. It would not, however, ensure that the decision, assumption, prediction, or inference is justified. In short, explanations of a decision do not equal justification of an inference or decision. Therefore, if the justification of algorithmic decisions is at the heart of calls for algorithmic accountability and explainability... Individual-level rights are required that would grant data subjects the ability to manage how privacy-invasive inferences are drawn, and to seek redress against unreasonable inferences when they are created or used to make important decisions. (p.503-505) (Wachter and Mittelstadt, 2019[109]).
This issue is made more problematic with the known racial, ethnic, and community bias of recent algorithmic prediction and recommendation systems in health care, finance, policing, and incarceration. As noted recently by Benjamin (2019) writing in the journal Science:

*Data used to train automated systems are typically historic and, in the context of health care, this history entails segregated hospital facilities, racist medical curricula, and unequal insurance structures, among other factors. Yet many industries and organizations well beyond health care are incorporating automated tools, from education and banking to policing and housing, with the promise that algorithmic decisions are less biased than their human counterpart. But human decisions comprise the data and shape the design of algorithms, now hidden by the promise of neutrality and with the power to unjustly discriminate at a much larger scale than biased individuals (p.422) (Benjamin, 2019).*

Thus, accountability to the community for which it serves is a core issue for education early warning systems. This has resulted in recent calls in education data use, and predictive systems for an expanded and central role of the community in the planning, design, testing, and use of these data systems (Bowers et al., 2019; Hawn Nelson et al., 2020; Mandinach and Schildkamp, 2020). These recommendations encourage the community to be an equal participant in the evidence-use cycle in collaboration with researchers, teachers, and administrators, helping to inform how early warning systems and indicators are designed, what the inferences about the outcomes are, and how those inferences will be used in positive and supportive ways, with specific and actionable steps (Hawn Nelson et al., 2020).

**Future directions for early warning indicator research and practice:**

Given the current state of the research, three areas of interest to advance early warning indicator research and practice can be highlighted:

First, an issue across the early warning indicator research domain is replication of accuracy results, algorithms, and testing of new predictors across multiple contexts and datasets. Each study that identifies an early warning indicator typically analyses the data, notes the accuracy metrics (or not), and then encourages application of the identified indicator to practice. Yet, especially for machine-learning algorithms, but also for all indicators, there is a constant need to replicate each indicator across contexts, confirm accuracy and test for bias to provide a baseline comparison, and then innovate on what is already known. Thus, more studies of early warning indicators should replicate the previously known most accurate indicators for an outcome with the new dataset, following recent examples (Bowers, Sprott and Taff, 2013; Coleman, Baker and Stephenson, 2019; Knowles, 2015), report the receiver operating characteristic area under the curve (ROC AUC) numbers, then compare those numbers to any new analytics, and then publish the code open access (Agasisti and Bowers, 2017; Bowers et al., 2019). To help encourage this type of code sharing and replication across datasets, implementing “FAIR” data standards in this domain would dramatically spur innovation by encouraging de-identified datasets and algorithms that are Findable, Accessible, Interoperable, and Reproducible (Austin et al., 2017; Singh et al., 2019). For detailed summary of FAIR data standards, see Austin et al (2017).

Second, the vast majority of EWIs within most EWSs are cross-sectional single time-point variables, many of which are collected in lower secondary school. However, as shown above, the most accurate predictors use longitudinal data, examining the trajectories of students over time. Thus, a future area in this domain is to include ever more longitudinal and time-nested data that use long-term data starting much earlier than secondary school. However, time as a variable can create many problems for both traditional statistics and data mining, as a student’s data over time is dependent on earlier and later time points, violating a central assumption of regression-based statistics. Additionally, dropout data has another time-dependent issue in that, as time continues forward, the sample dataset dynamically changes as students drop out and “leave” the dataset. This time-nested longitudinal data dependency at both the individual level and the sample level can present difficulties to researchers and practitioners looking to apply methods from the cross-sectional literature. While the dropout research to date has rarely confronted this issue, there are a few studies that have worked to apply models drawn from epidemiology, in which these longitudinal time-dependent conditional data issues are ever present (Bowers, 2010; Lamote et al., 2013). Interestingly, these issues can be modelled quite well using survival modelling techniques, specifically discrete-time hazard models (Singer and Willett, 2003). As Bowers (2010) shows, the hazard of dropping out is time dependent, and estimating that hazard depends on the sample of remaining students. When this is taken into account, multiple predictors of interest can then be tested for when they exert the largest effects on the hazard of
dropping out at specific time points. This focus on hazard of dropping out at different time points can potentially inform interventions, as one intervention that might work early in secondary school may have no effect later, as well as the opposite.

Third, a well-known issue with dropping out in the United States specifically is what has been termed “dropout factories” (Balfanz et al., 2010[124]; Balfanz and Legters, 2006[125]; Balfanz and West, 2009[126]). This issue acknowledges that across a country there may be specific schools that account for a large proportion of students who drop out. In the United States, some schools graduate only 50% of their students. These “dropout factories” indicate that dropping out is to some extent located at the school and schooling system level of analysis. This implies a multilevel modelling framework of appropriately nesting students within schools (Hox, 2010[127]; Raudenbush and Bryk, 2002[128]) and then estimating the variance in dropping out that is attributable to the student level and school level (Lamote et al., 2013[122]), an issue implied in the dropout versus discharge example above (Rumberger and Palardy, 2005[80]). For early warning systems and indicators research, a productive future area of research is using these hierarchical modelling frameworks in conjunction with the pattern and predictive analyses described above to provide actionable information. For example, multilevel Growth Mixture Modelling or multilevel latent class analysis may show which schools have different proportions of students from different groups within a dropout typology. In an example of the importance of taking into account the dependent nature of the time-nested data, (Lamote et al., 2013[122]) used a multilevel discrete-time hazard model and demonstrated the importance of taking longitudinal student mobility across schools into account in the EWI literature. Thus, the school level is an important variable to include in EWS/EWI predictor research. If specific types of dropping out are co-located in a specific school building, then the school management and policy can focus on the specific organisation of this building to help improve student outcomes for their community.

In conclusion, there have been many recent advances in education early warning systems and indicators. Thanks to the use of data analytics techniques, some early warning systems predict dropout with an accuracy above 80-90% of cases. However, there are yet also specific domains in need of further research and application to practice. For example, most of those techniques relying on machine learning and data mining do not easily transfer from one educational context to another. More worrisome, many early warning indicators are still grossly inaccurate.

The four A’s of early warning indicators of Accurate, Accessible, Actionable and Accountable provide a useful framework for advancing the field of predictive analytics and algorithms for helping support education outcomes. In the end, the technology of early warning systems and indicators is only a small piece of the much larger system of data use in schools, which includes a strong role and voice of the community, ethical use of data and algorithms throughout the process, and a continual focus on how to support student success through providing individual interventions and addressing system-level offerings and policies. Developing techniques and tools that make data actionable is just one of the steps towards effective actions supporting learning improvement and student success, but a promising one that digitalisation and innovations in data mining and data analytics should make sustainable in the near future.
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This chapter discusses how recent advancements in digital technology could lead to a new generation of game-based standardised assessments in education, providing education systems with assessments that can test more complex skills than traditional standardised tests can. After highlighting some of the advantages of game-based standardised assessment compared to traditional ones, this chapter discusses how these tests are built, how they work, but also some of their limitations. While games have strong potential to improve the quality of testing and expand assessment to complex skills in the future, they will likely supplement traditional tests, which also have their advantages. Three examples of game-based assessments integrating a range of advanced technologies illustrate this perspective.

Introduction

Rapid technological developments such as virtual/augmented reality, digital user interface and experience design, machine learning/artificial intelligence, and educational data mining have led to the improvement of simulated digital environments, and accelerated progress in the quality and design of digital simulations and video games. While this has led to the development of a range of "e-learning" applications to be used both inside and outside of the classroom (from virtual labs to medical e-learning tools with simulations), this technological advancement has also opened avenues for a new generation of standardised assessments. Such game-based assessments allow for the assessment of a broader range of skills (e.g. creativity, collaboration or socioemotional skills), as well as better measurement of some aspects of the “thinking” of respondents, including in traditional domains like science and mathematics. Moreover, the use of simulated environments enables assessing knowledge and skills in settings that are more authentic to “real life” applications of those skills.

While promising, this new generation of assessments brings its own challenges. For examples, they are more costly and difficult to develop than traditional standardised tests based on a simple succession of discrete questions or small tasks. Nevertheless, some game-based standardised assessments have already been successfully developed and will likely be one part of how the learners of tomorrow will be assessed. The chapter is organised as follows: we first argue that game-based assessments address many of the critiques of traditional assessment and have the potential of being aligned more closely to teaching and learning in the classroom; we then explain how these assessments work, what kind of technology they use, what kind of data they draw on, and highlight the challenges in building them; we provide some examples of game-based standardised assessments, before reflecting on the role they could have in the future, and what national infrastructure may be required to deliver them at scale.
Why game- or simulation-based assessment in education?

The use of standardised assessment in education – increasingly coupled with well-defined standards for academic content – is far from a new idea, dating back some four decades in some high income countries and at least 20 years internationally (Braun and Kanjee, 2006[1]). More recently, leaders in education policy, teaching and learning, and cognitive theory have come together to call for greater coherence among instruction, curriculum, and assessment and for a comprehensive assessment system that informs decisions "from the statehouse to the schoolhouse" (Gong, 2010[2]). As part of this improvement initiative there has been a growing movement around and interest in new assessment technologies and approaches, including immersive, game- or simulation-based assessments (GBAs) (DiCerbo, 2014[3]; Shaffer et al., 2009[4]; Shute, 2011[5]). As we discuss below, these new approaches take advantage of the increasing prevalence of educational technology – primarily personal computers and high-speed connectivity – in schools, as well as advances in psychometrics, computerised assessment design, educational data mining, and machine learning/artificial intelligence available to test makers.

In education, traditional standardised assessments have long been dominated by a model centred on collections of discrete questions (or "items") designed to cover content in an assessment framework by addressing parts of the domain to be measured (Mislevy et al., 2012[6]). GBAs, on the other hand, aim to blur the line between traditional assessment and more engaging learning activities through the use of games and simulations designed to measure constructs in an environment that maximises "flow" and rewards students for demonstrating their cognitive processes in more engaging and authentic situations, not just their ability to memorise key facts (Shute et al., 2009[7]).

While traditional educational assessments are designed to generally meet standards of technical quality in areas like validity (does the assessment measure what it is supposed to measure?), reliability (does it do this consistently and with minimal error?), and fairness (is the assessment culturally sensitive, accessible, and free of bias against any groups of test-takers?), they have nevertheless been criticised from a range of perspectives. We briefly review each of the following specific criticisms of traditional standardised assessment (e.g. Sanders and Horn, 1995[8]) and how game-based assessment may ameliorate them:

- the need to apply modern psychological theory to assessment;
- insufficient alignment of assessment with curriculum and instruction (Duncan and Hmelo-Silver, 2009[9]);
- lack of integration of assessments for different purposes, including formative, interim, and summative (Perie, Marion and Gong, 2009[10]);
- inability of traditional assessment to measure some important and increasingly policy-relevant constructs (Darling-Hammond, 2006[11]), and;
- declines in student engagement and motivation (Nichols and Dawson, 2012[12]).

Application of modern psychological theory to assessment

The seminal volume Knowing What Students Know (National Research Council, 2001[13]) brought cognitive theory into the assessment realm using a framework accessible to teachers and policy makers. It called for an examination of mental functions involved in deep understanding, concepts that are difficult to assess with the sort of short, disconnected questions typical of standardised tests (Darling-Hammond et al., 2013[14]). New task types (or assessment items frequently used in classrooms but not on standardised tests) requiring complex performance on more realistic tasks were called for, including essays, projects, portfolios, and observation of classroom performance. Games and simulations have become more central due to the potential for eliciting evidence of deeper understanding and cognitive processes. Interpretation of streaming data from gameplay or interaction with a carefully-designed digital user interface allows researchers to evaluate how people go about solving problems and can lead to more targeted feedback (Chung, 2014[15]). For example, modern academic content standards in science increasingly require students to learn and demonstrate scientific practices (i.e. that they can think and reason like a scientist) as well as science facts. Accordingly, game-based-assessment allows the test maker to build scenarios and simulations where the students’ reasoning and process can be observed through their complex interactions with elements in the game or simulation.
The need for assessment to be better aligned with curriculum and instruction

In keeping with the push to improve education, curriculum has seen a shift, incorporating learning theory and evidence-centred design approaches that provide students with grounding phenomena and hands on examples (Mislevy et al., 2012[6]; Arieli-Attali et al., 2019[16]). However, traditional standardised assessments have remained relatively stagnant, providing only limited information for teachers and learners, and furthering the divide between what is learned (content of curriculum) and what is tested (content of assessments) (Martone and Sireci, 2009[17]). As researchers and policy makers continue to call for new assessment frameworks that incorporate theories of learning and foundational transferrable skills consistent with classroom activity (National Research Council, 2012[18]; Darling-Hammond et al., 2013[14]; Conley, 2018[19]), this has led to increased interest in the development of games, simulations, and intelligent tutoring systems designed around learning progressions or specific instructional units.

Increasing assessment coherence

Assessments are broadly categorised by their purpose: how are scores used and interpreted? Summative tests are given at the end of instruction to evaluate what has been learned. Examples of summative assessment applications in education include annual large-scale accountability tests and college entrance exams, but also “drop from the sky” monitoring tests like PISA, TIMSS, and various national assessments (Oranje et al., 2019[20]). Summative assessments may be high-stakes for students (college entrance exams or graduation tests) but often are low-stakes for students but higher-stakes for other actors in the education system. Interim tests are given during the instructional period to evaluate progress toward summative goals and suggest instructional changes. Formative tests are also given during instruction but are closely linked to specific instruction and individual performance. Unlike interim assessments which can be aggregated at various education levels and are related to broad summative goals, formative assessments are adjusted to individual needs and to immediate teaching strategy (Shepard, Penuel and Pellegrino, 2018[21]). Each of these levels of educational assessment has different purposes and often requires appropriate measurement models and validation methods (Ferrara et al., 2017[22]).

The amalgamation of all these various types of assessment can create confusion for educators and parents and often comes at the expense of students’ instructional time. Accordingly, there is growing interest in rationalising this confusing and fractured system. In the United States, for example, as theoretically-based, instructionally-relevant assessments have become more prominent, there have been widespread calls for “coherence” in the assessment enterprise across all levels (Gong, 2010[2]; Marion et al., 2019[23]). That is, policy makers and educators increasingly want all assessments that students encounter throughout the school year to function together as a single, coherent system.

While games and simulations in assessment have been most often targeted at the formative level, recent advances in development and scoring have made their use in large-scale summative tests in national accountability systems and international comparisons more feasible (Verger, Parcerisa and Fontdevila, 2019[24]; Klieme, 2020[25]). For example, in a coherent system, an immersive GBA could be used in a variety of ways. Formatively, the GBA could provide continuous feedback and personalised suggestions in the course of instruction. As an interim measure, the student can be assessed under more standardised simulation conditions to gauge progress toward summative goals. In summative mode, the student could be presented with a novel but related GBA scenario to solve without formative supports, allowing for a better understanding of what students have learned and are able to do. Box 10.1 highlights an example for assessing vocational skills in Germany.

Measuring different constructs - “hard-to-measure” skills

Another critique of traditional standardised assessments is that they are ineffective in measuring knowledge, skills, and abilities beyond very simple content in very circumscribed domains (Madaus and Russell, 2010[27]). For example, while a traditional standardised test may be a valid, reliable, fair, and efficient way to measure algebra, it may not be a modality suitable for measuring constructs like creative thinking or collaborative problem solving. This is an especially relevant critique in education for two reasons. First, modern curricular frameworks around the world increasingly are multidimensional, including cross-cutting skills as well as more traditional academic content. For example, the Next Generation Science Standards in the United States (www.nextgenscience.org/) include not only disciplinary core concepts, but also cross-cutting ideas in science, and scientific and engineering practices. Second, there is growing realisation among international policy makers of the importance of so-called
"21st Century Skills" or skills associated with "deeper learning," such as critical thinking, communication, collaboration, and creativity (Trilling and Fadel, 2009 [28]; Vincent-Lancrin et al., 2019 [29]; Fadel, Bialik and Trilling, 2015 [30]). The use of games or simulations is a very promising way to assess these complex constructs either as part of a revised curricular framework or as a novel addition to the content covered by the usual standardised tests (Stecher and Hamilton, 2014 [31]; Seelow, 2019 [32]).

Box 10.1 Using simulations to train and assess vocational skills in Germany

With the ASCOT+ projects, Germany’s Federal Ministry for Education and Research is supporting the development of digital training and assessment for vocational skills in different domains (car mechatronics, problem solving for technical systems, commercial problem solving, inter-professional and socio-emotional skills in nursing). In addition to digital training units using videos and simulations, the project is developing assessments that will be used as exams to certify apprentices’ skills. For example, in the domain of commercial professions, a competency-oriented assessment task creator is being developed to allow assessors to design exams that certify students’ and workers’ competences, leading to a shift from knowledge-based to competence-based examination. An assessment bank of digital examination tasks that can be slightly modified or combined is proposed for assessors’ customisation. It will be launched (and legally recognised for exams in Germany) in 2022. In the domain of car mechatronics, examination tasks are also developed to test trainees’ competences in a simulated environment – and also to develop their skills.

Source: Bundesministerium für Bildung und Forschung (n.d.) [26]

Measuring constructs differently - interaction and engagement

It goes without saying that most test-takers do not enjoy the traditional assessment experience (Nichols and Dawson, 2012 [12]; Madaus and Russell, 2010 [27]). One of the attractions of game-based assessment – beyond those noted above – is the promise of delivering valid and reliable measurement of complex constructs while bringing some of the engagement and immersive properties of modern video games. While there is growing evidence supporting this benefit across a broad range of operational game-based assessments (Hamari et al., 2016 [33]), it is important to remember the inherent difference in purpose between games played for enjoyment versus those used for measurement (particularly, but not limited to, those used in high-stakes contexts). In addition, the need for GBA to meet assessment’s more stringent scientific criteria of validity, reliability, and fairness, means that the transferability of engagement and immersion may be somewhat limited or at least different in nature (Oranje et al., 2019 [20]). Simply put, game-based assessments might not be as fun as “real” games.

We now turn to a closer examination of the features of GBA and a brief discussion of how to design game-based tests.

How do we build game-based tests?

Designing from the ground up

Using games and game-based features as a means to increase engagement and capture hard-to-measure constructs is not a new idea (Cordova and Lepper, 1999 [34]). However, the assessment field’s knowledge and understanding of how best to implement this type of assessment and how to best use the data it provides continues to grow and mature. There are many ways to incorporate games and game-based features into a system or assessment that have varying impact on the learner. Thus, building a GBA requires forethought about the exact types of features and their potential impact on the learner and data collection (Shute and Ventura, 2013 [35]).
The assessment designer must determine, a priori, exactly what the game is attempting to measure and how each game-based element provides evidence that allows such measurement. This includes storyboarding out the measures of interest, determining the evidence needed to capture them, and the exact quantification of that evidence. As Mislevy (2018[36]) notes, “the worst way to design a game- or simulation-based assessment is to design what seems to be a great game or simulation, collect some observations to obtain whatever information the performances provide, then hand the data off to a psychometrician or a data scientist to ‘figure out how to score it.’” While there are benefits to post hoc exploratory analyses, they should not be the driving mechanism for how one scores the assessment. Before the assessment design team starts to develop the game specifications, they must first outline what they intend to measure and how this will be accomplished. This includes the quantification of evidence and scales that will be used.

This important foundational work cannot be done post hoc as this will often result in poor psychometric performance or lack of interpretability. For example, while adapting an existing game for use as an assessment may, at first glance, appear to generate a large amount of data for each test-taker, it is often the case that such data may yield items or measurement opportunities that are poorly-aligned to the desired content domain, exhibit high intercorrelation (rendering many of them useless), or are at the wrong level of difficulty (i.e. too easy or too hard for the target population). Therefore, the item design process should take place nearer to the beginning of the entire project, as designing a GBA takes a significant amount of forethought and discipline – and mistakes can be very costly.

However, this is not to say that analysis of actual test-taker data in the GBA development process is not important. Not only should the designers conduct traditional empirical psychometric analyses necessary to create valid and reliable assessments, they should also take advantage of the wealth of additional data generated by GBA to apply novel methods from domains like machine learning to extract more useable information about test-takers’ ability or other constructs where possible (e.g. Gobert, Baker and Wixon, 2015[37]).

### Games for assessment vs. “gamification”

We draw an important distinction here between designing games or simulations explicitly for measurement purposes and “gamification” or the addition of game-like elements to existing tasks or activities to increase engagement, flow, or motivation (Deterding et al., 2011[38]). An example of gamification would be adding a leader board, badges, personalised avatars, or progress bars to classroom activity and, while this may be useful in improving student engagement or motivation, it is not the sort of designed game-based assessment we discuss here. It is important to note, however, that the distinction between GBA and gamification is somewhat more grey in the assessment of social-emotional learning in education and “non-cognitive” skills in education and workplace selection. Nevertheless, it is still possible to assess these other types of skills and dispositions via designed games (Yang et al., 2019[39]) and not merely the addition of game-like elements to traditional tests.

### Telemetry and the question of “stealth”

Game-based or simulation-centred assessments collect a wealth of data that is often missed or unable to be captured by traditional tests – sometimes “stealthily” or unbeknownst to the test-taker (Shute and Ventura, 2013[35]). This includes patterns of choices, search behaviours, time-on-task behaviours, and, in some cases, eye movement or other biometric information. These rich data sources can be used to help illustrate the cognitive processes that a student engages in as they complete a task (Sabourin et al., 2011[40]; Snow et al., 2015[41]), rather than just focusing on the end product of their performance. However, in order to collect and quantify this information, GBA developers need to carefully prescribe the data that the system collects, often referred to as “telemetry.” This process involves mapping out every action a user can take during the design phase and assigning that action a value or name in the data infrastructure. This can most often be accomplished using data collection or measurement frameworks such as Evidence-Centred Design (ECD) (Mislevy et al., 2012[42]). Successful mapping of telemetry to measurement objectives requires a concentrated effort between designers, software engineers, and measurement scientists. As with any assessment, stakeholders should feel confident in what is being measured and how. To use telemetry in educational assessment – particularly in high-stakes and summative applications – we need to be very clear about the actions we are capturing, their interpretation, and how they should be stored and quantified.
How hard is this to do? How do costs compare to more traditional approaches?

Our experience suggests that building valid, reliable, and fair game-based assessments is considerably more complex and challenging than traditional test development. Success requires an interdisciplinary team with a broad range of skills, including game designers, software engineers ideally with a background in game, and cognitive scientists, as well as the test designers, content experts, educational researchers, and psychometricians usually needed to develop an assessment. For this reason, building GBAs is relatively expensive and is thus not always an efficient way to measure simple constructs. For example, while the benefits of GBA have led several operational assessment programs, such as PISA and the U.S. National Assessment of Educational Progress (NAEP), to add game or simulation components, due to cost they have done so in a limited fashion as part of a hybrid approach combined with more traditional item types and assessment strategies (Bergner and von Davier, 2018[42]).

An additional challenge to consider with GBAs is the need to make them accessible for students with disabilities. While the field of educational measurement has made significant progress in this area in recent decades, extending frameworks like Universal Design for Learning (Rose, 2000[43]) to game-based assessment requires careful design, extensive testing, and, in some cases, the invention of new approaches and novel technologies such as haptic feedback technologies that enable the implementation of touch-based user interfaces allowing the assessment of visually-impaired students (Darrah, 2013[44]).

New psychometric methods – and challenges

In addition to requiring a broader range of technical expertise, GBAs can also require innovation in technologies or statistical approaches to measurement. For example, psychometricians have suggested new measurement models reflecting task complexity (Mislevy et al., 2000[45]; Bradshaw, 2016[46]; de la Torre and Douglas, 2004[47]). These new models and others in development are intended to better address theories of cognition and learning and to capture complex latent ability structures. They provide measurement models appropriate to the new data streams generated by games and simulations.

Game-based assessment in education also brings new fairness and equity concerns. For example, differential access to computers in the home or school environment as well as (possibly gendered) differences in familiarity with video game mechanics or user interface components could exacerbate existing achievement gaps or create new ones. Part of the responsible development of GBA is to monitor these gaps and also to minimise differential item functioning (DIF – defined as when items don’t behave as expected for test-takers of the same ability but different backgrounds) for both the usual subgroups (gender, ethnicity, language status) but potentially new ones like gaming experience (see Box 10.2). One key design element that reduces risk of differential item functioning in game-based assessment is the design of effective tutorials within each game or simulation that quickly teach the necessary game mechanics to those test-takers possibly less familiar with the user interface.

The promise of AI and machine learning

Beyond psychometric innovation, game- and simulation-based assessment also poses new opportunities for technical innovation based on recent developments in machine learning and artificial intelligence (Ciolacu et al., 2018[49]). For example, in high-stakes applications requiring multiple forms of an assessment to ensure security, computationally-intensive artificial intelligence algorithms (AI) enable the calibration of difficulty of variants of a game as part of the equating process required to ensure fairness for all test-takers. In other words, the AI can be used to “play” all of the proposed variations of the GBA as means of increasing the likelihood that they are all comparable in difficulty before moving to expensive and time-consuming pilot testing with human test-takers.

More broadly, similar AI play, as well as the application of machine learning techniques to large pilot datasets of game performance, can be used as part of the process of deriving meaningful information from telemetry data logs (i.e. the data collected during the assessment game/simulation process). That is, a key part of the development of game-based assessment should include a stage where item scores are refined and improved as via exploratory data analysis and educational data mining as larger amounts of test-taker data become available. Although this data mining should not replace the design process described above, experience suggests that computer-aided iteration here can improve the reliability and efficiency of game-based assessment by increasing the amount of useful information on test-taker performance available (Mislevy et al., 2014[50]).
Box 10.2 Choice of technology matters for gender equity: Insights from an experiment in Chile

Evidence from an experiment in a public school in Santiago suggests that gender differences in learning in educational games may depend on the technological platform used (Echeverría et al., 2012[48]). This may also apply to performance in game-based assessment. In the experiment, 11th grade students played First Colony, an educational game that requires students to apply concepts from electrostatics. Players assume the role of astronauts sent on a mission to bring back a precious crystal. Since the crystal is fragile, the astronauts can only move it using electrical force. In the version of the game implemented on a platform with multiple computer mice, students play in groups of three with each student controlling one mouse. With the mouse, students can move their astronaut, change their charge value and polarity and activate their charge to interact with the crystal. In the augmented reality version, students can perform the same actions using a tablet. Here, the classroom blends with the game world: each desk is covered with a set of markers that allow the augmented reality system to place virtual objects over the desks. Using the webcam at the top of the screen, the system determines the location of each student’s astronaut by detecting the relative position of each student to the paper markers. While no gender differences in performance were observed when students played using the multiple-mice platform, boys outperformed girls when playing the same game using an augmented reality platform, with a statistically significant difference.

The results from the experiment revealed statistically significant differences in performance between boys and girls after they used the augmented reality platform. Given that there was no gender difference following the use of the multiple-mice version of the game, this suggests that the choice of platform can create a gender gap in learning that is unrelated to the game. Since girls seem to struggle more to use the augmented reality platform, it is possible that using the technology for GBA would put them at a disadvantage. Educators should select the technology to be used in GBA with care, as their choices may have unintended effects.

Some examples of game-based assessment in education

**SimCityEDU: Pollution Challenge (GlassLab)**

SimCityEDU: Pollution Challenge was a GBA released in 2014 by GlassLab, a collaborative development initiative funded by the John D. and Catherine T. MacArthur and Bill and Melinda Gates Foundations. It built on the design of the popular SimCity game series and put the test-taker in the role of a virtual city’s mayor, tasked with balancing economic growth and environmental protection over a series of four levels of increasing complexity. SimCityEDU was designed as a formative assessment of problem solving, systems thinking, and causality in systems for students at approximately the ISCED-2 level.

The assessment content was explicitly aligned to the Framework for 21st Century Learning and Council for Economic Education standards as well as to aspects of the United States’ Next Generation Science Standards and Common Core State Standards in Mathematics. Much as in the source game, problem-solving tasks were very engaging and largely spatial and economic in nature. GlassLab also devoted considerable resources to solving issues such as “tutorialisation” and telemetry processing to create useful assessment items as well as pioneering new psychometric models to support inference and reporting (Mislevy et al., 2014[50]; Mislevy, 2018[36]).

**Crisis in Space (ACTNext)**

In Crisis in Space, ACTNext developed a pilot version of a GBA designed to assess the collaborative problem solving and related socioemotional skills of middle school (ISCED-2) students. In this game, a pair of two test-takers is tasked with working together to troubleshoot a series of problems on a space station, with one of them in the role of an astronaut on the station and the other in mission control on the ground. By having the students actually collaborate in a cooperative game, Crisis in Space delivers an authentic and engaging experience and improves upon earlier attempts to measure collaboration via student-“agent” (chatbot) interaction.
Crisis in Space, which won the innovation prize at the 2020 e-Assessment Awards, is particularly notable for its use of a wide range of data types, including user interface-generated telemetry, audio recordings of student conversation, and test-taker eye-tracking data. ACTNext also has implemented advanced machine learning technology such as natural language processing (NLP) to process these data and score instances of collaboration as successful or unsuccessful (Chopade et al., 2019[53]).

**Figure 10.2 Crisis in Space (ACTNext)**

Note: Crisis in Space is a pilot game-based-assessment under development by ACT, Inc. as part of an ongoing program of research and development in collaborative problem-solving assessment by their research arm, ACTNext. In the scenario, two players work together to troubleshoot a space station. Technologies used for measurement include eye-tracking and natural language processing.

**PEEP – Project Education Ecosystem Placement (Imbellus)**

The third example game-based assessment, Project Education Ecosystem Placement (PEEP) is also in the pilot phase and is intended to measure problem solving in the ISCED-2 and 3 population via a game where test-takers are required to construct a viable food web or ecosystem and place it in the natural environment where it can thrive. PEEP, funded by the Walton Family Foundation, is an adaptation of a game-based assessment originally designed for employment selection that is currently used by the global consultancy, McKinsey and Company, to select new business analysts.

The education version has been adapted to reflect more accurate life sciences content as well as made developmentally appropriate for students. PEEP is designed to be eventually used in high-stakes, summative assessment and supports the creation of many parallel forms or versions to improve test security. To develop these, PEEP uses an algorithm to create viable ecosystem solutions of approximately equivalent difficulty based on a large library of organisms. PEEP can also be delivered as a “stage adaptive” assessment task where test-takers are presented with a series of problems to solve whose difficulty varies algorithmically depending on prior performance.

**What is the long-term promise of this approach and what is necessary to get us there?**

Educators, administrators, and policymakers should consider integrating GBA in their educational assessment systems, as it offers unique advantages over more traditional approaches. Game-based assessments are special because they can mirror the dynamic interaction, structural complexity, and feedback loops of real-world situations. In the long term, integrated assessment systems should rely on game- and simulation-based scenarios to evaluate how students integrate and apply knowledge, skills, and abilities. Robust scenarios can involve a subset of content from an academic domain of interest, but perhaps their greatest advantage lies in facilitating the measurement of 21st Century skills like problem solving and collaboration.
The advantages of GBA, including the ability to assess historically hard-to-measure cognitive processes, better alignment with modern curricula, and increased student engagement in the measurement process, make it an important part of the future of all educational assessment systems. However, game-based approaches often do not produce as many useable item scores as we might hope given their relatively high development cost when compared to more traditional, discrete items. Thus a cost-effective and robust system of assessments might use game-based scenarios in combination with traditional and less costly discrete technology-enhanced assessment items. A good design principle for such an assessment system would be to use relatively inexpensive, traditional assessments where feasible (e.g. measuring proficiency with academic content) and reserve the more expensive GBA scenarios and simulations for the measurement of more complex cognitive constructs. Moreover the use of GBA should not be limited to summative assessment alone but should instead be part of a coherent system of assessment throughout the academic year. Such an efficient, hybrid system of assessment could theoretically be designed for many uses, including accountability reporting, driving local instruction, and individual student growth modelling.

In order to realise the promise of game- and simulation-based assessment at the national level, education ministries need to invest in the infrastructure needed to design, implement, and operationally deliver such tests. While some of this capacity can be contracted out to private-sector vendors, successful implementation will require public capabilities as well. These include sufficient computer hardware in schools (although there is a growing trend to consider “bring your own device” policies) and a networking backbone capable of acceptable data transfer speeds.
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Blockchain technology is revolutionising the world of financial services by providing distributed networks for transacting digital currencies. This same digital infrastructure can be used to verify important claims and credentials, including educational and academic records. Within education, significant momentum exists worldwide to use blockchain technology for issuing, sharing, and verifying educational experiences and qualifications. This chapter provides an overview of blockchain technology and spotlights its use in education to create portable, interoperable, user-controlled digital credentials. These verifiable claims constitute a form of social currency that empowers students and workers with the ability to transfer their competencies and skills anywhere in the world they choose to live, study, and work.

Introduction

This chapter demonstrates the value of blockchain technology – a new digital verification infrastructure – for education. In short, blockchain technology enables anyone to validate claims about an individual or institution, including their characteristics and qualifications, and to do this instantly and with a very high level of certainty. This helps eliminate records fraud; facilitates the movement of learners and workers between institutions and geographies; and empowers individuals by giving them increased control over their own data.

The chapter is divided into several sections: 1) a general introduction to blockchain technology; 2) an explanation of how it benefits education; 3) a global survey of blockchain implementations for education led by both public and private sector entities; 4) and finally, a series of recommendations for policymakers and educational institutions regarding how to best approach the new technology.

The purpose of the first section of this chapter, “Understanding Blockchain Technology”, is to help readers unfamiliar with blockchain to understand how it works before applying it to use cases in education. It provides an overview of the history and main concepts of blockchain as well as its main functions and use cases. In short, the main value of blockchain is to provide a mechanism to achieve consensus between multiple untrustworthy parties. The focus of this section is on digital currencies as the first concrete application of blockchain technology, but it also highlights other possible use cases.

Readers who understand blockchain technology well may therefore skip this first section and move directly to section 2, “Benefits of Blockchain for Education”, which demonstrates how blockchain can be used to reliably verify and transfer degrees, academic records, and other types of credentials. While blockchain shows potential promise
for other educational use cases, such as streamlining administrative processes, credentialing is by far the most mature application of blockchain technology in education today and therefore the focus of this report.

The third section, “Real-World implementations,” provides the reader with a survey of the global market for verifiable digital credentialing solutions employing blockchain technology. As this market is rapidly evolving, this section can be considered current as of the second quarter of 2021 but will likely change significantly in the following months and years. One of the most exciting testimonies to the promise of blockchain technology has been its immediate global uptake; this is true for education as well as for other industries.

As a truly global network technology, therefore, blockchain mirrors the World Wide Web. The fourth section, “Driving Change”, therefore recommends that governments, solution providers, and educational institutions privilege international portability and platform interoperability for blockchain credentialing solutions they adopt or build. The COVID-19 crisis has only underscored the need for secure, instant, verifiable digital data transfer between institutions as well as between individuals and institutions. As with any digitisation project, moving to a verifiable digital credentialing model requires both budgetary investment and change management. However, by choosing solutions and providers building on open standards, organisations can future-proof their projects and ensure their long-term viability.

Ultimately, a shift to blockchain-enabled, verifiable credentials creates a global ecosystem of interoperable records, a new scaffolding of trust to underpin the global mobility of labour and services. It also supports a "lifelong learning" model of education, in which traditional educational institutions are stops along a pathway of ongoing personal development that occurs both within and beyond educational institutions. The 21st century economy, and the digital natives who have been born and come of age in this economy, have internalised this model of personal development and expect their credentials to reflect the same convenience, security, and portability as other digital data formats. Educational institutions are therefore in the exciting and perhaps unprecedented position of serving as a global vanguard for new technology adoption: academic records, secured by transnational digital ledgers that become the first non-currency use cases for a next-generation social currency of trust.

Understanding blockchain technology

A breakthrough in computer science

Until 2009, digital money never saw wide adoption. Why? Because it was too easy to "double spend" it: too easy for someone to pretend they have digital money they do not have and spend it over and over. The ability for anyone to create money at will would render any form of such money worthless.

Computer scientists spent decades attempting to solve this problem, which finally saw an elegant resolution with the Bitcoin protocol for peer-to-peer electronic cash transactions (Nakamoto, 2008[1]). Bitcoin was the first "blockchain": the first chain of uneditable transactions validated by adversarial nodes in a network. But we will return to what blockchain and Bitcoin are in a moment. Before we can truly understand the significance of the blockchain breakthrough, we first need to understand how it solves an even more foundational computer science problem: the Byzantine Generals Problem (BGP).

The BGP involves coordinating action among multiple parties, some of whom are untrustworthy and unreliable. In the canonical BGP example, multiple Byzantine Generals are planning to attack a city, but the attack will only be successful if they all attack at the same time. If all of these parties cannot coordinate on a single action, everyone loses, but if they all coordinate on the same action, everyone wins (Moskov, 2018[2]). It is a binary situation: complete failure or total victory. A total victory requires something very hard to come by in any social group: consensus.

Computer systems that reliably produce consensus among multiple untrustworthy or adversarial parties are known as "byzantine fault-tolerant" (BFT). Examples of systems that require byzantine fault tolerance are aircraft flight control systems, spacecraft flight control systems, nuclear power systems, and digital currency systems (Wikipedia, n.d.[3]; Binance Academy, n.d.[4]). These systems utilise different solutions to the Byzantine Generals Problem, or different consensus mechanisms. A consensus mechanism is a way of arriving at consensus among parties who do not trust one another. Different consensus mechanisms emerged to address the different needs and purposes of various byzantine fault-tolerant systems.
For example, if you are trying to track a stock-keeping unit (SKU) throughout multiple stops in a supply chain, and you do not trust all the links in that supply chain to always tell you the truth, you may want a BFT system with certain characteristics. On the other hand, if you are trying to track the spending of digital currency, and everyone in the network is incentivised to pretend they have more currency than they actually do, an even more robust consensus mechanism is necessary. Not all BFT systems are blockchains. But Bitcoin, the first implementation of blockchain technology, is a BFT system that emerged to track the ownership and spending of digital currency. In addition to solving the BGP, it also solved the double-spend problem through a consensus mechanism known as “proof of work” (Wikipedia, n.d.[5]).

Think of proof of work as CAPTCHA, but for computers. With CAPTCHA, a website requires you to prove that you are a human by solving a puzzle that is easy for a human to solve, but hard for a computer to solve. If you can solve this puzzle, the receiving computer will allow you to send data or subscribe to a service. Similarly, computers that are asked by other computers to do something for them – like send money from one party to another – may also require that requesting computers demonstrate that they have solved a complex puzzle before their request is granted. Verifying that this puzzle has been solved by requesting computers is “proof of work.”

Proof of work is intended to make communication between computers more costly in order to eliminate frivolous and fraudulent use of the network. For example, proof of work prevents Distributed Denial of Service (DDoS) attacks and SPAM – where adversarial users throw sand in the gears of a network by flooding it with malicious or nonsensical data. As computers get faster and smarter, proof of work becomes harder and harder – more expensive in terms of processing power. This is necessary in order to keep BFT networks secure, stable, and usable. But the tendency towards more processing power also means increased energy usage, which is why proof-of-work systems like Bitcoin have been criticised for their environmental impacts (Temple, 2019[6]). In response, clusters of computers running the Bitcoin protocol now frequently use renewable energy sources and are located in cold climates in order to save on energy required to cool them (Baydakova, 2019[7]; Morris, 2018[8]). Despite Bitcoin’s relatively high energy usage, however, several influential studies that quantified that energy usage in the past have been demonstrated to be profoundly inaccurate (DiChristopher, 2017[9]). Claims that the Bitcoin network would use as much electricity as the rest of the world by 2020 have manifestly not come to pass (Cuthbertson, 2017[10]). And as computer processing power becomes more energy efficient, the Bitcoin network does too – without sacrificing the security and usability needed to serve as a long-term store of value for digital currency (American Chemical Society, 2019[11]). In fact, a recent white paper by investment management firm Ark Invest suggests that Bitcoin mining could play a key role in incentivising the shift towards renewable energy by helping to manage supply and demand in energy markets (Ark Invest, 2021[12]).

So, Bitcoin is a byzantine fault-tolerant network designed to securely maintain and even grow the value of its digital currency by preventing the double-spend problem through proof of work. But why is it called a blockchain?

**Blockchains and distributed ledgers**

As mentioned above, not all byzantine fault-tolerant systems are blockchains. While there is debate about what exactly makes a blockchain different from other BFT systems, there is broad agreement that the word "blockchain" refers to a type of distributed ledger that records an append-only, immutable database of transactions. The word “blockchain” was first used in connection with Bitcoin to refer to a ledger of digital currency transactions. Bitcoin’s inventor, Satoshi Nakamoto, initially called it a “proof-of-work chain” or a “timechain” because transactions are appended to the ledger in a sequential, timestamped manner that preserves the record permanently in the order it was created (Messari, 2019[13]). In addition, these transactions are grouped together in “blocks”, which are deposited to the chain after a set period of time. (In the case of Bitcoin, new blocks of transactions are added to the chain every 10 minutes.) This block-based architecture easily lent itself to the term “blockchain,” which was “coined” by the early Bitcoin community.

What about BFT systems that do not rely on blocks of transactions appended to an immutable database? Those are sometimes called “distributed ledgers” (DLTs). Distributed ledgers may or may not track the allocation of currency in a network and usually use consensus mechanisms different from proof of work. They may even be editable by parties with the right permissions. Some people separate DLTs from blockchains and treat them as different things, while others consider blockchains to be a specific type of DLT.
Box 11.1 Public/Private, open/permissioned - What’s the difference?

Blockchains have rules about who can write transactions to their network and who can run nodes of the chain and validate those transactions. The following guidelines provide a general rubric for understanding the differences between different types of blockchains.

**Writing to chain:**

- **Public:** Anyone can write transactions to the chain and view those transactions once they have been written.
- **Private:** Only permissioned parties may write transactions to the chain and view transactions once they have been written.

**Running nodes and validating transactions:**

- **Open:** Anyone can run nodes and validate transactions on the chain. ("Open" in this context does not mean "open source". Many private blockchains are based on an open source codebase but are private because use of the network is gated.)
- **Permissioned:** Only permissioned parties may run nodes and validate transactions on the chain.

Blockchains can be any of the following combinations: Public/Open, Public/Permissioned, or Private/Permissioned. (Although Private/Open blockchains are possible in theory, in practice all private chains are also permissioned.)

Note that just because a transaction has occurred on a public blockchain and anyone can view it does not necessarily mean anyone can understand what it means. This is because public blockchains usually record transactions pseudonymously or anonymously and hash the transaction content so that it is not readable by people. This is a necessary step to preserve privacy on a public platform. (This is also why the criticism of public blockchains as not privacy preserving is often misleading.)

In order to verify transactions on public blockchains, a human user relies on technical standards that provide a series of technical steps for verifying those transactions. This verification is generally facilitated by an application, like a web browser or mobile wallet. Applications that verify past transactions may do so in an open and free manner or gate verification behind a paywall or some other access barrier.

For example, some credentialing companies that use public blockchains to anchor transactions charge for credential verification as part of their business model. With permissioned or private blockchains, credential verification may also be gated either behind a paywall or behind some type of authentication service.

We do not have to choose a side in this debate to understand that the distinction between blockchains and DLTs arose because different BFT networks are created for different purposes. The major differentiating factor between different BFT networks is their relative level of centralisation or decentralisation. In other words, to what extent is a network’s infrastructure supported by, and consensus determined by, an authority or authorities? For some use cases, a more centralised blockchain architecture makes sense; for others, it does not. Below we examine different implementations of more or less decentralised blockchains in light of the stakeholders making use of them for particular purposes.

**Decentralisation vs. centralisation**

It is useful to see Bitcoin as an archetypal example of a decentralised blockchain. It is decentralised because of the main problem it arose to solve: the problem of an infinitely growing money supply that eventually devalues the money itself. Governments throughout history have been incentivised to create more and more money in order to fund wars, prop up markets, pay back debts, and for many other reasons (Bhatia, 2021[14]). The problem with this is that over time, it results in devaluation of the currency, which destroys the savings and wealth of ordinary people (Alden, 2021[15]). To prevent currency devaluation, Bitcoin was created to be digitally scarce, with a fixed supply of...
21 million coins. No individual or government can change this due to the rigidity of the underlying bitcoin protocol. This means that the bitcoin currency was designed to be scarce and therefore to increase in value over time. (The Bitcoin protocol is usually referred to in uppercase, while the bitcoin cryptocurrency is not capitalised. The bitcoin cryptocurrency is sometimes abbreviated as BTC.)

Some in the Bitcoin community expect a dramatic and permanent spike in the value of bitcoin due to a process known as "hyperbitcoinisation" – in effect, the opposite of hyperinflation (Krawisz, 2014[16]; Kenobit, 2018[17]). Although Nakamoto never said so explicitly, the way he architected Bitcoin’s monetary policy suggests that he expected the value of one bitcoin to rise so high that most people would never own a full coin. For this reason, Nakamoto subdivided each bitcoin into 100 million satoshi. Thanks to satoshi, people do not need to own even one bitcoin in order to transact with the currency and use it as a long-term store of value.

Nakamoto’s intent to protect the value of bitcoin from the interventions of activist monetary policy makes it clear that bitcoin is designed to be a stateless currency. That means it is architected to avoid the possibility of being captured by any centralised authority. Because the Bitcoin blockchain is open and public, anyone is able to run full or partial nodes of the protocol and commit transactions to the network using proof of work. Transactions on the network are pseudonymous and moving towards anonymity (Nuzzi, 2019[18]). All of the network code is open source, meaning anyone can contribute to it, and it is maintained on a volunteer basis by a group of core developers and cryptographers. People who are unhappy with how Bitcoin is governed can also fork the code to create competing blockchains, and the open marketplace lets users decide which chain they want to use to store their value and transact their money. So far, bitcoin has by far the largest market capitalisation of any blockchain-based cryptocurrency. As of April 2021, the cryptocurrency is worth over USD 1 trillion, the fastest asset to reach this milestone in recent history (Ali, 2021[19]). The next most valuable cryptocurrency, ether (ETH), is currently worth about one-third of the Bitcoin network, at over USD 300 billion (CoinMarketCap, n.d.[20]). We will return to Ethereum, the blockchain network underpinning ether, below.

Understandably, this level of decentralisation has not endeared Bitcoin to some governments (McWhinney, 2019[21]). Banks – particularly central banks – have been especially reticent about the stateless cryptocurrency (Steenis, 2017[22]), partly because it offers an alternative store of value and medium of exchange that remains unaffected by their monetary policy interventions. In addition, many companies and industry consortia are reluctant to use open, public blockchains, preferring private or permissioned-public models that allow them to exert more control over who gets to use the network and in what capacity. In addition, decentralisation does come with technical trade-offs: greater near-term efficiencies in network speed and transaction processing are often easier to achieve in more centrally-controlled networks. This is because networks that gate access only to trusted parties eliminate some of the need for byzantine fault tolerance: the more you trust the participants in a network to behave honestly, the less need you have for robust BFT, which tends to slow down a network’s decision-making.

In part due to dissatisfaction and discomfort with Bitcoin – but also because Bitcoin inspired a generation of developers with the potential to generate enormous personal wealth on the basis of token seigniorage by minting their own cryptocurrencies – other cryptocurrencies and DLT architectures quickly arose which may preserve some aspects of the decentralisation of the Bitcoin network, but with more centralised characteristics that presume a higher concentration of trusted actors. Some are quite open about being fully centralised systems. As noted above, many of these centralised blockchains have no associated cryptocurrency and instead act as infrastructure for the delivery of services, for which their architects may charge. Accordingly, we can think of decentralisation as a spectrum; it can manifest to a greater or lesser degree in different parts of a blockchain’s architecture.

Here it is also important to note that there is considerable controversy over what constitutes decentralisation. Some architectural decisions that read as decentralised to some may appear highly centralised to others. Part of the difficulty is that the blockchain space is laded with value judgments and strong ideological commitments. This means that for some, decentralisation is simply and straightforwardly good, while centralisation is bad. The opposite also holds true; some have castigated decentralised architectures as immoral, criminal, or worse. This is an area of ongoing and often heated debate. In this paper, I do not adopt "good" or "bad" value judgments with regards to decentralisation or centralisation. Rather, I stress that these characteristics of a system will necessarily be adapted to what that system is made for.
Ethereum is an open, public blockchain; anyone can transact on the network, run nodes, and contribute to the network’s open source code. In 2018, the US Securities and Exchange Commission determined that both bitcoin and ether cannot be considered securities because no third party carries out "entrepreneurial and managerial functions" with regards to their issuance and value (Sharma, 2018[23]; Pisani, 2018[24]).

However, there are two major differences between Bitcoin and Ethereum which have contributed to their very different developmental trajectories. One is that, whereas Bitcoin was built to be the most secure form of digital money available, Ethereum was built to be a distributed “virtual machine”—an infrastructure for running decentralised applications. Ethereum’s associated cryptocurrency, ether, is called “gas” because its primary function is to power applications on the network rather than to serve as a long-term store of value or universal medium of exchange. As a virtual computing platform, Ethereum allows the inclusion of executable code known as “smart contracts” within its blockchain transactions. Smart contracts allow organisations to automate and coordinate action at scale. Using if–then logic, smart contracts execute certain functions (generally the payment of money) when contractually-defined conditions are met (CoinTelegraph, n.d.[25]). This feature of Ethereum has given rise to a class of applications called “decentralised applications,” or DApps, whose bylaws and procedures are embedded in smart contracts (Wikipedia, n.d.[26]). Although smart contracts can also be executed on Bitcoin, Ethereum’s more extensive and developer-friendly smart contracts functionality has made it the most popular blockchain choice for DApps and the most actively used blockchain today (Leising and Kharif, 2020[27]).

Another major difference between Bitcoin and Ethereum is that Bitcoin’s founder chose to remain anonymous and withdrew from visible participation in the network’s management two years after the network was launched (Bernard, 2018[28]). Although many individuals have claimed to be Satoshi Nakamoto in the ensuing years, none have been able to prove this conclusively, and none have been able to exercise significant influence over the network’s technical roadmap. By contrast, Ethereum’s main inventor, Vitalik Buterin, is well-known and maintains an active role in the governance of the Ethereum network. For example, Buterin has been one of the primary drivers behind the decision to transition Ethereum from a proof-of-work (PoW) to a proof-of-stake (PoS) consensus mechanism, a change referred to as Ethereum 2.0 (Foxley, 2020[29]).

Buterin’s prominent role in Ethereum network governance was perhaps most visible after a famous 2016 incident known as the “DAO hack”. An attacker exploited a bug in an Ethereum smart contract run by a Decentralised Autonomous Organisation (DAO) to appropriate at least USD 89 million worth of ether (Kar, 2016[34]). Buterin led a group that hacked the hacker and re-appropriated the funds, but an anonymous letter purportedly from the attacker claimed that they had taken them legally, as they were only performing actions allowed by the smart contract (and “code is law”) (Siegel, 2016[35]). Buterin, however, feared that acquiescing to the hacker’s logic would destroy investor trust in Ethereum and any future DApps and DAOs built on it. So he proposed a “hard fork” of the network, which would roll it back to a time before the attack and return the stolen money to DAO investors.

The decentralised nature of the Ethereum network did mean that the majority of miners running the Ethereum protocol still had to choose to adopt Buterin’s proposal, but his stature in the community, and the support he enjoyed from other Ethereum founders, made it likely that they would. Indeed, most Ethereum developers did choose to run the forked code, making the new, rolled-back Ethereum (ETH) the most widely-accepted version of the blockchain. Some, however, refused; they continued running the un-forked blockchain, which is now known as Ethereum Classic (ETC). By contrast, none of the people claiming to be Satoshi Nakamoto were able to influence the technical roadmap of Bitcoin during the “Bitcoin Civil War” of 2017 (Dinkins, 2017[36]). Instead, the Civil War resulted in a number of minor Bitcoin forks – Bitcoin Cash (BCH), Bitcoin Gold (BTG), Bitcoin Satoshi’s Vision (BSV) – which to this day remain much smaller chains from a value and adoption standpoint compared to the original Bitcoin (BTC) (CoinMarketCap, n.d.[20]).

The ongoing involvement of Buterin and the other Ethereum founders in the network’s governance has enabled different possibilities for the network – in particular its adaptation for use by enterprises and governments looking to streamline core business applications and services. Ethereum’s smart contracts functionality enables organisations to execute tasks that require a considerable amount of coordination between parties who may not trust or even know one another: settle payments, provide escrow services, pay out investor dividends, enable secure electronic voting, track SKUs through a supply chain, and many other functions. The company ConsenSys, founded by Ethereum co-founder Joseph Lubin, focuses entirely on delivering enterprise-ready DApps using Ethereum (ConsenSys, n.d.[37]).
Box 11.2 Proof of stake

Proponents of proof of stake (PoS) argue that the ever-increasing energy cost of proof-of-work (PoW) mining has made running blockchain nodes prohibitive for ordinary people because it has resulted in a centralisation of mining power among powerful groups called “mining pools” (Muzzy, 2020[30]). To remedy this, PoS requires the miner (or “forger,” as they are sometimes called to differentiate them from users of PoW) to put their own cryptocurrency at risk to validate a transaction rather than expending energy to solve complex mathematical problems. The penalty for dishonest dealing in a PoS system is having one’s cryptocurrency confiscated to various degrees. In the case of Ethereum, moving to a PoS system has also been explained as the necessary precondition for securely scaling the network’s transactional capacity.

However, PoS has its critics as well. Research firm Messari has pointed out that PoS has the potential to create a system of class-based blockchain governance, where the wealthiest participants in a blockchain network have the most say over what is true, or validated on the network (Watkins, 2020[31]). This risk is particularly acute for those blockchains that implement “on-chain governance” – a way of placing control over a network’s technical roadmap in the hands of token holders rather than core developers, who are sometimes perceived to be unaccountable to network users (Messari.io., 2019[32]). Simply put, there is a risk that wealthy token holders could skew decisions about the governance of PoS systems to maximise profit for themselves.

Wealthy token holders may be the initial investors in a network who receive large cryptocurrency allocations in return for early support. They may also be later investors who purchase large amounts of the network’s cryptocurrency and use it to frequently validate transactions, thus accruing more and more rewards for validation – a “rich get richer” dynamic that eventually squeezes out smaller crypto holders from the network (Watkins, 2020[31]). Other critics of PoS argue that scaling the transactional capacity of a blockchain network doesn’t necessarily need to occur on-chain. For example, the need to scale “slow” PoW systems like Bitcoin has given rise to a thriving industry of “Layer 2” applications that allow users to conduct most transactions off-chain while using the blockchain only as a final settlement layer (Coin Telegraph, n.d.[33]).

It is important to note here that no blockchain network – Bitcoin, Ethereum, or otherwise – has arisen to solve the problem of wealth inequality or redistribution. Today, owners of every cryptocurrency are a very small number of people compared to the world’s population, which necessarily skews the distribution of cryptocurrency wealth. While blockchain networks are critical interventions for helping us reimagine governance in the 21st century, their social effects are highly targeted and should not be mistaken as replacements for all other policy and social platforms.

But many established institutional actors are not interested in using a public, open digital infrastructure to implement smart contract-based applications. The Enterprise Ethereum Alliance (n.d.[38]) was formed in order to build versions of Ethereum that are public/permissioned or private and which have purpose-built functionality for the specific use cases targeted by client enterprises (Sharma, 2019[39]). The EEA has grown to over 200 companies implementing centralised versions of Ethereum that are funded and managed by specific companies or governments. One prominent example of an enterprise Ethereum implementation is the European Blockchain Services Infrastructure (EBSI), a public-permissioned blockchain created by the European Commission to deliver cross-border public services (CEF Digital, n.d.[40]). In the private sector, EEA member J.P. Morgan spearheaded the development of Quorum, a permissioned implementation of Ethereum built specifically for the financial industry (Quorum, n.d.[41]).

In 2015, the Linux Foundation announced the Hyperledger Project, an initiative by a consortium of technology, finance, and supply chain companies to build private blockchains that allegedly improve upon the scalability and reliability of existing public chains (Wikipedia, n.d.[42]). The Hyperledger Project now includes multiple blockchain “toolkits” that enable organisations or consortia to create private blockchains that meet their specific business needs.
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requirements. None of these toolkits create blockchains with cryptocurrencies, leading many to refer to them as distributed ledgers instead. Popular toolkits today include Hyperledger Fabric and Hyperledger Sawtooth. Hyperledger Besu is an Enterprise Ethereum codebase that was contributed in 2019 (Castillo, 2019). In the credentialing world, Hyperledger toolkits have been used by companies including Salesforce, Workday, and Greenlight to build blockchain networks that they manage (Lemoie and Souares, 2020). Companies including Amazon, IBM, Oracle and SAP also use Hyperledger toolkits to provide “Blockchain-as-a-Service” (BaaS) offerings for clients using their cloud infrastructures (Amazon, n.d.; IBM, n.d.; Oracle, n.d.; SAP, n.d.). Some non-profit associations also use Hyperledger toolkits (among others) to build blockchain infrastructures for the delivery of public and commercial services. A few well-known examples include the Alastria consortium in Spain (Alastria, n.d.) and the LACChain initiative from the IDB Lab (ConsenSys, 2020).

The blockchain platform R3 Corda is another example of a private, enterprise-ready blockchain implementation. Founded in 2014, R3 is a private corporation that built a blockchain to manage and synchronise financial agreements (Wikipedia, n.d.). The Corda platform, open sourced in 2016, was built to conform to the technical requirements and standards of the financial industry. Since that time, Corda has evolved to accommodate the needs of multiple industries (its main competitor is arguably Hyperledger Fabric, which was developed a few years later) (Shin, 2020). Corda’s conservative approach to programming languages and cryptographic standards appeared to be rewarded recently by an IEEE study which identified it as the only blockchain platform compatible with NIST standards and therefore qualified for use by the US Federal Government (Jessel, 2020). In an interesting twist, however, the first US Federal Government implementation of blockchain is actually a procurement platform for the Department of Health and Human Services built on Hyperledger Fabric (Malone, 2020).

Finally, a growing crop of cryptocurrencies pegged to the value of national fiat currencies – so-called “stablecoins” – have arisen to facilitate exchange of fiat currency into cryptocurrencies and vice versa. These stablecoins are typically “run and entirely controlled by the private companies that issue them and receive traditional bank deposits in return for issuing their respective currencies to their customers” (Dagger, 2020). However, decentralised stablecoins are emerging as well, largely to circumvent a number of cumbersome and contradictory legal injunctions against the use of centralised stablecoins (Fitzpatrick, 2020). As state central banks begin issuing digital fiat currencies, however, the transition to government-run centralised stablecoins will likely accelerate.

**Costs and limitations**

Blockchains are no small undertaking. They emerged to solve the Byzantine Generals Problem: how do you create consensus among a large number of adversarial actors who cannot be trusted? The answer – a decentralised network of nodes validating transactions according to a shared consensus mechanism – only works if it is deployed at scale. If a blockchain has too few validators, it is easy for malicious actors to attack it by gaining enough network power to override the consensus in their favour or to someone else’s detriment. This is known as a 51% attack. Conversely, if a small network consists only of trusted actors, then it doesn’t really need byzantine fault tolerance, making it generally much less expensive and more efficient to use traditional databases and applications.

Creating, deploying, and operating a blockchain network is a massive undertaking. Public blockchains finance their operations through stakeholder incentives tied to their native cryptocurrencies: the reward for mining bitcoin and ether by validating transactions on these networks (and thereby keeping them running and secure) is the bitcoin or ether cryptocurrency itself. In addition, transaction fees are assessed and paid to block validators in the network’s cryptocurrency.

Satoshi Nakamoto designed Bitcoin with a limited supply of bitcoin (21 million) and the assumption of hyperbitcoinisation: that, if the network become successful, the value of bitcoin would skyrocket and much of the global economy would eventually run on the basis of bitcoin transactions. This means that as revenue from mining decreases and use of the network increases, the cost of running and maintaining Bitcoin could be subsidised by transaction fees alone. (Think of VISA or MasterCard as contemporary analogues.)

Ethereum founders, by contrast, did not cap the absolute amount of ether. Ether are awarded for every block mined, with an amount that has decreased over time (EthHub, n.d.; ConsenSys, 2019) and an annual cap of 18 million new ether (Sharma, 2019). Vitalik Buterin made a bet that ether would not reach 100 million in circulation for at least a century (Buterin, 2016), but due to the network’s popularity, this milestone was instead achieved in 2018 (Varshney, 2018). As a result, Buterin has proposed capping the total amount of ether at
120 million to avoid inflation (or 144 million if that cap is missed), but this proposal has not yet been accepted (Varshney, 2018[61]). Like Bitcoin, users of Ethereum also pay transaction fees, but more importantly, smart contracts require ether (gas) to run. In other words, Ethereum staked its future dominance not on becoming the world’s reserve currency, like Bitcoin, but on becoming the world’s computer. This combination of transaction fees and gas could finance the Ethereum network in the event that mining rewards disappear.

Permissioned and private blockchains, by contrast, usually do not have corresponding cryptocurrencies. This means they must be funded at a large cost that easily adds up to hundreds of thousands to millions of dollars each year. In some cases, like managing a supply chain for an entire industry, such a cost may be justified and can be distributed among member organisations to generate return on investment. But in cases where only one organisation is seeking to streamline internal processes, the cost usually far outweighs the value. Using blockchains where a private database will do then becomes an expensive, over-engineered experiment likely to end in failure.

The sheer scale needed to make operating blockchains cost-effective is beginning to swing the pendulum of the market back towards public blockchains. After all, blockchains only provide value through network effects, but each private blockchain is, by design, its own gated network. If each company develops its own private blockchain, the world may end up with a sea of private networks built on different standards that are not interoperable. The problem of data silos repeats itself all over again – this time, after considerable R&D expenditure.

Ernst & Young has been the most vocal industry player, arguing that the era of private blockchains is effectively over. Paul Brody, EY’s Global Blockchain Leader, writes:

> what has typically happened thus far is that for every organization willing to join a consortium or someone else’s network, two companies started their own. Not much hope for a network effect here. Blockchains, like most network technologies, are natural monopolies. The more users they have, the more useful they become, and once they achieve a position of dominance, [private blockchains] tend to start aggressively extracting “rents” from their members. Having seen this pattern in several consumer applications, at EY we believe most enterprises will prefer to stick to their legacy tools rather than let themselves experience a similar fate facing an all-powerful private blockchain monopolist in the B2B space. Public blockchains like Ethereum offer a better choice for enterprise users. Even if they do achieve monopoly-like dominance, there is no controlling entity to extract excess profits — there is only an ecosystem of competing service providers.” (Brody, 2019[62])

Brody compares public blockchains to the internet, which is a shared infrastructure that is not controlled by a single enterprise but underpins value for all enterprises. This is an apt analogy. During the early days of the internet, many companies and governments insisted on having their own “intranets” – private networks that could only be accessed internally. Over time, however, only the most mission-critical intranets remained, while most digital business processes transitioned to the World Wide Web. A similar trend is playing out now in the blockchain world, with many enterprises insisting on private blockchains in the belief that they are more secure and efficient, only to realise after considerable investment that they have undercut the network’s value by limiting access to it.

Brody’s contention that public blockchains have matured considerably with regards to privacy may benefit from some context. From the beginning, public blockchains have restricted the kind of data that can be placed on-chain to public keys, hashes and, in some cases, smart contracts. However, it is possible for hackers to “game” public smart contracts – as happened with the 2016 DAO hack – by exploiting vulnerabilities. Similarly, public keys tied to known identifiers can be used to perform “network analysis,” tracking a user’s transactions on a blockchain (Chainalysis, n.d.[63]). This capability is used by law enforcement to track criminal financial activity on blockchains (Weinstein, 2015[64]). Although hashes are virtually impossible to reconstruct to reveal transaction data, there is ongoing debate about whether or not they could constitute personally identifiable information if used incorrectly (Mearian, 2018[65]; Longstaff, 2018[66]).

Zero-knowledge proofs (ZKPs) address these concerns by concealing all transaction data on public blockchains. While this is attractive to many users of blockchains, some governments and law enforcement agencies are concerned about the use of ZKPs due to the limits it would place on their ability to investigate financial crimes. Until recently, Zcash and Sovrin (a codebase also donated to the Linux Foundation under the name Hyperledger Indy) have been the main public blockchains employing zero-knowledge proofs (Sharma, 2019[67]; The Sovrin Foundation, 2018[68]). Enabling this functionality for Bitcoin and Ethereum could be particularly valuable due to the...
large network effects of those networks. Today, however, there are a variety of approaches to data minimisation (restricting the type and amount of data that can be verified) using blockchain networks in addition to ZKPs.

Is there a role for some private blockchain implementations going forward? Undoubtedly, as there is a role for some intranets. But the purpose of blockchain technology – to facilitate transactions, agreements, and exchange of data among untrusted actors at a very large scale – can only be realised in the long term through interoperability. This does not necessarily mean that there will be one blockchain to rule them all, but rather that blockchain architectures that facilitate exchange and data validation at the largest scale will likely gain the greatest adoption.

**Open standards**

Blockchains alone do not guarantee data portability or system interoperability. As indicated in Box 11.1, data anchored to a blockchain is only useful if it can be reliably understood and verified. Since public blockchains do not encode plaintext data on-chain, and permissioned and private blockchains have widely varying standards as to what is and is not stored on-chain, validating identity, financial transactions, agreements, and many other things requires a standardised way of sharing, verifying, and reading blockchain-anchored data.

This is where open standards come into play. Open standards are not applications; they are standardised ways of formatting, writing, sharing, retrieving, and verifying data. The advent of blockchain technology has spurred considerable innovation in open standards as companies, governments, and individual contributors realise the need for a shared method for verifying what is true. Shared methods reduce vendor-dependency, helping organisations and individuals avoid the kind of lock-in that comes from platform-dependent ways of managing data.

Perhaps the most prominent organisation developing open standards for blockchain-anchored data today is the World Wide Web Consortium (W3C). The W3C was formed during the early days of the internet (1994) by Tim Berners-Lee, MIT, CERN, DARPA, and the European Commission to codify open standards that are used to transact information across the global digital infrastructure of the web (W3C, n.d.[69]). The W3C is the leading independent internet standards body in the world, sourcing volunteer contributions from many individuals and organisations.

Among the first standards the W3C is developing for blockchain-anchored data are credentialing standards: how to verify whether claims being made about one party by another are valid. The most notable of these standards are Verifiable Credentials (VCs) (W3C, n.d.[70]) and Decentralised Identifiers (DIDs) (W3C, n.d.[71]). The verifiable credentials open standard was made a full W3C recommendation in 2019. It is designed to work in tandem with a new standard for blockchain-anchored digital identifiers, known as Decentralised Identifiers (DIDs), which was submitted for recommendation status in April 2021.

The intent of the W3C DID standard is to add privacy and flexibility functionality to the public key cryptography which is currently used to identify individuals and organisations making use of blockchain technology. Taken together, verifiable credentials and DIDs enable the evolution of a blockchain-agnostic, privacy-protecting, feature-rich ecosystem for secure, tamper-evident digital credentials. For these reasons, the US Department of Homeland Security has been issuing grants to companies working in this space to speed along the development of these new standards (US Department of Homeland Security, 2019[72]; US Department of Homeland Security, 2017[73]; US Department of Homeland Security, 2019[74]). VCs and DIDs are also seeing uptake by governments including Canada (VON, n.d.[75]; Benay, 2019[76]), Singapore (OpenCerts, n.d.[77]), South Korea (Insights, 2020[78]), and the European Commission (Du Seuil and Pastor, 2019[79]; EU Blockchain Observatory and Forum, 2019[80]).

It is important to note that the VC and DID standards are agnostic with regards to a digital record’s form factor or content. They function similarly whether records are educational, financial, professional, or vital. To address the need for standardisation on record content and form factors within industries, additional standards bodies have been formed. As this paper focuses on the applications of blockchain to the education industry, our focus here will be on those implementations. At the W3C, this includes the Verifiable Credentials for Education Task Force (W3C, n.d.[81]) and the Educational and Occupational Credentials in Schema.org Community Group (W3C, n.d.[82]). Other standards for educational credential descriptions include the Common Microcredential Framework (CMF) launched by the European MOOC Consortium (Konings, 2019[83]), the Credential Transparency Description Language developed by the Credential Engine (Credential Engine, n.d.[84]) and the Badge Alliance (Alliance, n.d.[85]), as well as the Comprehensive Learner Record (CLR) standards under the custodianship of IMS Global (IMS Global, n.d.[86]). The W3C works closely with some of these institutions – like the Credential Engine and IMS Global – to complement their efforts and create globally interoperable records definitions.
The W3C is not, however, the only organisation working on interoperability for decentralised credentialing standards. Credentialing is only one application of verifiable claims under the broader umbrella of digital identity. Other groups working on the next generation of web-based identity infrastructure include Rebooting Web of Trust (RWoT) (Web of Trust, n.d. [87]), the Internet Identity Workshop (IIW) (Internet Identity Workshop, n.d. [88]), the T3 Innovation Network at the US Chamber of Commerce Foundation (US Chamber of Commerce Foundation, n.d. [89]), the Digital Credentials Consortium (MIT Open Learning, 2020 [90]), the Trust Over IP Foundation (hosted at the Linux Foundation) (Trust Over IP Foundation, n.d. [91]) (The Linux Foundation, 2020 [92]), and the Decentralised Identity Foundation (DIF) (Decentralized Identity Foundation, n.d. [93]). Most recently, the Learning Technology Standards Committee (LTSC) at the IEEE (IEEE, n.d. [94]) and the Learning Economy Foundation (Learning Economy Foundation, n.d. [95]) have proposed an "Internet of Education (IoE)" (Internet of Education, n.d. [96]) to unify these and other consortia working on technical standards for education and credentialing (Education, n.d. [97]).

There is considerable overlap among participants in these groups, although they have different target memberships. The Trust Over IP Foundation and DIF are primarily corporate membership organisations; the T3 Innovation Network is a public-private membership organisation; the Learning Economy Foundation attracts members with a background in education technology and policy; the Digital Credentials Consortium is an academic membership organisation; and RWoT and the IIW attract technologist volunteers passionate about internet privacy and autonomy regardless of affiliation. The W3C functions as a kind of node for technical consensus formation between these groups as well as others.

Self-sovereign identity

Efforts to build a standards-based architecture for decentralised identity over the web have strong overlaps with the Self-Sovereign Identity (SSI) movement. There is wide disagreement about what exactly "self-sovereignty" is or whether it is desirable, but those who identify themselves as part of this movement typically are motivated by giving individual users of digital technologies greater control over their personal data (Smolenski, 2016 [98]). This means, among other things, removing their dependence on platforms and governments to manage this data. Indeed, data portability and platform independence may be the two most defining characteristics of self-sovereign digital identity, with some arguing that these descriptions are more useful in practice than the term "self-sovereign" (Renieris, 2020 [99]).

Arguably the most well-known articulation of the principles of self-sovereign identity was made by computer scientist Christopher Allen in a widely-circulated 2016 blog post (Allen, 2016 [100]). Since that time, there has been considerable debate about what each of these principles mean and what technological implementations best address them. Adherents of various SSI or SSI-adjacent philosophies actively participate in developing standards for digital identity through the aforementioned standards bodies, and their points of view often differ widely. In addition, SSI standards development must contend with existing legal regulations around the use of cryptography and data protection. This sometimes results in the proliferation of technical implementations within standards definitions rather than their consolidation. Nevertheless, progress continues to be made towards interoperable, user-centric standards for verifiable credentials and digital identity (T3 Innovation Network, 2020 [101]).

Benefits of blockchain for educational credentialing

Blockchains arose as infrastructures to verify transactions across an adversarial network – that is, a network with untrusted parties. Although blockchain functionality can be extended to execute automated business processes via smart contracts, its primary value remains in serving as a shared, single source of truth. Blockchain’s conjoined verification and smart contract functionality has the potential to automate educational business processes like credential transfers, academic record transfers, credential equivalency establishment, and even the administrative apparatus of the university.

Blockchains are not a prerequisite for automating business processes, however. Many existing software applications do this, and those employing workflows, intelligent process automation (IPA), and robotic process automation (RPA) have significantly advanced much of this functionality. So when is using blockchains mission-critical for achieving automation objectives? It may be the case if said automation must occur across a network of adversarial, uncoordinated actors. If it does, a follow-up question is whether sufficient network effects can be achieved to produce a return on the high ongoing cost of building and maintaining a blockchain network.
To make this more concrete, let’s take an example that is often used to illustrate the benefits of blockchain in education: automating the establishment of credit equivalencies as students transfer from one school to another. While some argue that blockchains will solve this problem (and some vendors have built blockchain networks specifically to do so), credit equivalencies could also be automatically determined by existing applicant tracking systems and databases using widely agreed-upon definitions of what credits mean and widely-accepted standards for educational data transfer. In other words, the primary obstacle to automated credit transfers to date has not been technological, but social: every jurisdiction (down to even the university or school) often has its own credit definitions and may be reluctant to make those transferable by using definitions established elsewhere. This example illustrates that, at times, “blockchain” may be presented as a solution to problems that actually require off-chain forms of social consensus building. In some regions, this may be easier at the higher education level, as common definitions and standards for credits have been established and endorsed. This is, for example, the case in the European Union, with its European Credit Transfer System.

Perhaps blockchain could be the missing piece that enables an application to coordinate action across many different parties who would otherwise require a trusted third party to act as a mediator. But the most prominent example of an education provider who took such an approach supports the case made above: that blockchain may not yet provide a level of automation value that warrants its use. Woolf University, initially hailed as a “Blockchain University” in global media reports (Young, 2018; Vander Ark, 2018), was originally built on a distributed ledger platform (Parisi, 2018). As Woolf Founder Joshua Broggi explained, “We use a blockchain to create efficiencies by managing custodianship of student tuition, enforcing regulatory compliance for accreditation, and automating a number of processes.” (Vander Ark, 2018). Woolf experimented with different blockchain models in its early years of operation, but later moved away from blockchain technology. Instead, Woolf now highlights its offering as a cloud-based SaaS platform for organisations and students, delivering the social mission of access to quality education from anywhere in the world. Woolf now refers to itself as “The Borderless University,” and is indeed used by faculty and students from all over the world (Woolf University, n.d.). Web-based applications enabled streamlining the administrative apparatus of the university without blockchain.

By contrast, other companies creating blockchain-based education platforms prominently feature their use of blockchain. These include ODEM (Maaghul, 2019) and BitDegree (BitDegree, 2017), both of which use the public Ethereum blockchain and have their own ERC20 tokens. In the United States, the Learning Economy Foundation (Learning Economy Foundation, n.d.) has proposed a vision for a blockchain-based “ecosystem” that unites credentialing authorities, students, employers, education technology firms, and others in a shared marketplace where educational outcomes are incentivised through monetisation (“rewards”). Learning Economy Foundation co-founders, Chris Purifoy and Jackson Smith, describe their vision as follows in a cover story for G20 Summit Magazine: “By quantifying the true value of education, a whole economy can be built around it to pay students to learn, educators to create substantive courses, and stewards to help the Learning Economy grow. Blockchain provides a decentralised way for everyone adding value to global education to coordinate around the commonwealth without the friction of individual partnerships.” (Purifoy and Smith, 2018).

Learning Economy founders anticipate that building their blockchain platform will create a “Learning Gold Rush” (the title of their Implementation Roadmap) (Learning Economy Foundation, n.d.) where everyone is incentivised to teach, learn, and employ through financial rewards administered by the network.

The Learning Economy model has stretched the promise of blockchain the furthest, conjecturing that blockchain networks will be able to not only coordinate social action, but do so in a way that creates sufficiently motivating financial rewards that are automatically administered to all stakeholders in a marketplace, realising the hazily-defined goal of “improving learning outcomes” from the bottom up. While the nobility of this vision is laudable, it borders on a utopianism that is out of step with the actual capabilities of any blockchain network. In the long term, it is the standards-based credentialing projects in which Learning Economy is engaged that will likely see the most success (see “Real-World Implementations”, below). In the near term, therefore, the primary value of blockchain for education is likely more basic: it makes credential verification an order of magnitude faster, cheaper, and more secure. When used in combination with open standards, blockchains remove ongoing dependencies on issuing institutions, software providers, and third parties to verify official records. Moreover, blockchains enable direct ownership of digital credentials by both issuers and recipients.
It cannot be emphasised enough that use of open technology standards for digital credential issuance, storage, sharing, and verification is the precondition for realising these benefits of blockchain technology (Jagers, 2018[110]). Just like any other type of software, a blockchain can become a walled garden if there is no way to make the data it references communicable to others. Accordingly, the development of shared open standards for verifiable credentials is one of the most rapidly evolving areas of the blockchain technology stack.

The W3C Verifiable Credentials and Decentralised Identifier standards described in the previous section are seeing some of their first real-world applications in the education industry. This is largely due to the digital credentialing work educational institutions, non-profits, and education technology companies have engaged in for years and which has laid the groundwork for the formulation of the W3C standards. An early version of verifiable credentials, Blockcerts (Blockcerts, n.d.[111]), was developed by MIT and the company Learning Machine specifically for educational certificates like diplomas and transcripts. Blockcerts, in turn, grew out of the Open Badges standard for portable digital credentials, which was spearheaded by the Mozilla Foundation in 2011 and came into the custodianship of IMS Global in 2017 (Wikipedia, n.d.[112]).

Blockcerts made notable security and portability improvements to Open Badges that enabled its use for a wider range of high-stakes credentialing use cases, like diplomas and transcripts (Federation of State Medical Boards, 2019[113]). The Blockcerts reference libraries were published in 2016 under an MIT Free and Open Source Software (FOSS) license (Learning Machine Newsroom, 2016[114]). In 2017, Learning Machine was the first company to launch a commercial Blockcerts issuing platform, which it sold to educational institutions to issue digital diplomas and other educational certificates (Hyland Credentials, n.d.[115]). Other companies soon followed suit, and some schools developed their own Blockcerts issuing platforms as well (McMaster University Office of the Registrar, n.d.[116]; Universidad Carlos III de Madrid, 2018[117]). In a related project, the Government of Singapore forked the Blockcerts codebase to create their own open standard for digital credentials, OpenCerts (OpenCerts, n.d.[118]). In 2020, Learning Machine was acquired by enterprise content services firm Hyland and rebranded Hyland Credentials.

As the W3C Verifiable Credentials specification has matured, custodians of both Blockcerts and Open Badges (as well as OpenCerts) have committed to updating the standards to be compliant with the verifiable credentials specification. This is possible because the VC standard is flexible enough to accommodate many different credential types. As the education industry standardises around using VCs, credential exchange and interoperability across software platforms will be significantly enhanced (T3 Innovation Network, 2020[101]). In addition, the work being done to standardise the definitions of educational credentials will significantly facilitate the processing and exchange of educational records between schools and across borders.

Benefits of using blockchain technology in combination with these emerging open standards for educational credentials include the following: eliminate records fraud; streamline and reduce the cost of records sharing and verification, and; return control of personal data to individuals and reduce institutional risk.

**Eliminate records fraud**

**Current state**

Academic records fraud is pervasive and widespread. Studies estimate that over 100 000 degrees are simply purchased each year in the United States (Accredited Online Colleges, n.d.[119]); this would possibly include more than half of all PhDs (Ezell and Bear, 2012[120]). Moreover, validating the authenticity of a record is a separate process from validating the authenticity of a school: a “real” diploma may be purchased from a fake school, and fake diplomas that look like they are from real schools may also be purchased. In 2012, there were more than 3 300 unrecognised universities worldwide, many of them simply diploma mills (Ezell and Bear, 2012[120]); today the number is likely much higher. Moreover, real schools may have their academic records tampered by recipients looking to increase their chances of admission to particular jobs or programmes of study. The problem of records modification is so acute in some areas that, according to anecdotal reports, some secondary schools have simply stopped issuing academic transcripts (Smolenski, 2018[121]).

Professional licenses are forged with a frequency similar to academic records. In the United States alone, an Ohio State University Study estimated that up to 2 million medical practitioners may be practicing with fraudulent diplomas or licenses (Gibson, 2017[122]). Major news stories routinely surface in countries around the world about professionals practicing without licenses or with forged licenses (Gibson, 2017[122]; CNN, 2020[123]). For the above
reasons, an ecosystem of Credential Verification Organisations (CVO’s) has arisen to validate the authenticity of schools and records; however, their efficacy has been limited.

The problem of fraud and of non-accredited higher education institutions delivering worthless degrees has been identified as a problem limiting the benefits of the internationalisation of higher education (OECD, 2004[124]). In 2005, UNESCO and the OECD issued “Guidelines for quality provision in cross-border higher education”, which was followed by the establishment of a database of accredited institutions that is maintained by UNESCO (OECD, 2005[125]). This database is, however, difficult to make comprehensive and keep updated.

Blockchain with open standards
Blockchain provides a decentralised, transnational verification infrastructure to avoid fraud, facilitate international student mobility, and safeguard the public from professionals with illegitimate credentials anywhere in the world. Blockchain technologies, used in combination with leading open standards like Blockcerts and Verifiable Credentials, make use of advanced cryptography in combination with digital signatures to validate both the provenance of a credential (which institution issued it) and the authorised recipient (to whom it was issued). Digital signatures and hashed data, combined with an immutable blockchain ledger, ensure that a credential has not been tampered. Decentralised verification allows any third party (employer, government, school, or individual) to validate whether a credential was really issued by the claimed organisation and whether any changes to the credential have been made since issuance. Credential revocation and expiration can also be instantly validated with the highest level of confidence. And just as these technical standards can be used to validate credentials issued to individuals, they can be used to validate institutional credentials as well, including elements like accreditation status.

Streamline and reduce the cost of records sharing and verification

Current state
Today, an individual applying for employment or further study must request their official academic records from their school, often for a fee, depending on the country or institution. They must also request that those records be sent by the school or by a software provider with whom the school contracts to the institution to which she is applying. The receiving institution then validates the credential by checking its integrity using the software vendor’s solution, by contacting the school, or by checking with a third-party Credential Verification Organisation. The process is time consuming and often costly.

That is the best-case scenario, in which the issuing institution still exists and is able to locate, validate, or send the records to the receiving institution (relying party). In many cases, however, particularly in countries where political disturbances or natural disasters have struck, records have been destroyed, and issuing institutions may no longer be functional. In such cases, many record owners (the subjects of their own records) will have opportunities for employment, residency, citizenship, or further study closed to them because their qualifications or even identities cannot be validated.

When the records that must be verified were issued in a foreign country, an even more complex process called the Apostille is triggered. In 1961, a group of countries signed a treaty abolishing the requirement to legalise foreign public documents (Hague Convention, 1961[126]). Countries that are signatories to the Apostille Convention make use of an Apostille process to authenticate documents issued by designated authorities. Countries that are not signatories of the Convention require an Authentication Certificate from federal authorities of the issuing country to validate the authenticity of a foreign public document (US Department of State, Bureau of Consular Affairs, n.d.[127]). The authentication process involves conveying the original physical document, often with a supplementary request form and a fee, to a government institution authorised to issue the Apostille or Authentication Certificate. This institution will then issue a stamp on the document or a supplementary Certificate and mail the document(s) back to the recipient, who then must convey it to the authority of the foreign country in which they intend to live, work, or study. This process takes several months on average and causes the recipient to incur a financial cost. If documents cannot be authenticated, the recipient loses opportunities for travel, employment, and further study.

Blockchain with open standards
The combination of blockchain with open standards allows issuing institutions to issue records to recipients only once. After that, recipients can prove cryptographically that the record was issued to them and by which institution.
Recipients can share their records at their own discretion, and even choose which data within a record to disclose. Records may be verified by anyone to whom the recipient grants record access, instantly and for free. This facilitates not only the validation of academic credentials, like diplomas and transcripts, but also any document that must be Apostilled (as well as the Apostille Certificate itself). In 2020, companies Hyland and Hedera Hashgraph announced a proof of concept to anchor electronic Apostilles to a blockchain in partnership with the Texas Secretary of State (Texas Blockchain Council, 2021[128]). This proof of concept leveraged both verifiable credentials and PDF hashing, along with application-based workflow management to streamline and automate much of the process of issuing and verifying Apostilles.

With blockchain credentialing based on open standards, even if an issuing institution ceases to function, records are lost, or the software vendor whose product was used to issue such digital credentials no longer exists, the recipient still owns verifiable versions of their records and can share and verify them at will. As verifiable credentials are also fully machine-readable, schools verifying incoming records can pre-screen them for qualifications for particular programs of study. This dramatically cuts the receiving institution’s overhead associated with validating records while removing friction for recipients as they seek opportunities for further learning.

When verifiable credentials standards are used, it also doesn’t matter whether the organisation needing to verify a credential is located in the same country or in a different country from the one in which it was issued. Any authority in a foreign country can validate an individual’s identity documents and qualifications by checking the document integrity, the cryptographic identifiers of issuer and recipient, and the status of the record. In short, use of the blockchain combined with open standards could, over time, significantly reduce or even eliminate the need for an international Apostille process or certificates of authentication.

As a result, open standards for blockchain-based credentialing stand to increase trust in the immigration process and international travel in general. This is why government departments like the US Department of Homeland Security have been investing in the development of Verifiable Credentials and Decentralised Identifiers: they see them as anti-counterfeiting technology standards for use by federal agencies like Customs and Border Protection (CBP) and the Transportation Security Administration (TSA).

Ultimately, the use of verifiable digital records, enabled by blockchain technology and open standards, will significantly reduce both the human and technological overhead currently associated with validating records issued both on paper and using legacy digital formats.

**Return control of personal data to individuals and reduce institutional risk**

**Current state**

Today, individuals may have in their possession copies or even originals of their official records, but they generally cannot have them validated by a third party without first requesting that the institutions that issued those records re-authenticate or re-send authenticated versions of those records. This often renders the official records actually in the possession of the individual functionally worthless. It disempowers the very person the records are about by removing their ability to share and verify them, re-inscribing their dependency on issuing institutions and third-party verification organisations. In effect, individuals cannot be said to own their records, even if those records are in their possession.

The current state also increases liability for institutions, who are tasked with being the lifelong curators and validators of official records on behalf of their constituents. Not only must institutions retain and safeguard growing troves of personal data, but since they are the ones sharing documents on behalf of individuals, they must comply with onerous regulations to protect the privacy of record subjects. Fines for mishandling data can be punitively high, particularly under new legislation such as the EU General Data Protection Regulation (GDPR).

**Blockchain with open standards**

Once a blockchain-anchored credential is issued to an individual using open standards, the individual is in possession of a digital file that attests to the provenance and integrity of the credential, as well as to its custodianship of it. Now individuals have a usable record that they can share instantly, without charge, with anyone they choose. Digital blockchain records can be re-used indefinitely without any need for re-issuance or additional validation by the issuing authority or any other party.
Since the locus of records ownership and sharing shifts to the individual, while verification is decentralised, issuing institutions no longer need to share records on behalf of their constituents and can dramatically reduce their internal records maintenance burden. This eliminates the need for storing large amounts of personal data for long periods of time and de-risks institutional data management by dramatically reducing the circumstances under which an institution must share a constituent’s personal data.

**Summary**

The benefits of using blockchain technology in combination with open standards for educational credentialing – like W3C Verifiable Credentials and Decentralised Identifiers, among others – amount to an impressive list which can be grouped into three major categories:

1. **Security.** Open standards for blockchain credentialing prevent fraud, mitigate risk for institutions that both issue and validate official documents, and protect the brands and reputations of education providers as well as qualification holders. As verifiable credentials adoption increases, their use in credentialing, screening, and hiring will likely become an industry best practice or even a legal requirement.

2. **Public good.** Blockchain records that use open standards remove barriers to accessing opportunity and facilitate economic development by increasing trust in institutions and workforce qualifications while mitigating the devastating effects of political conflicts and natural disasters. When people control their own records, they are free to continue using them anywhere in the world, while relying parties enjoy a high level of confidence in credentials issued anywhere.

3. **Efficiency.** Blockchain records that use open standards dramatically increase the efficiency and convenience of records management: the need to re-issue or manually verify documents drops by an order of magnitude; the need to use other record formats is removed over time; and records sharing and verification is instant and free. Processes like credit transfers, which are notoriously complex and time consuming for educational institutions, can be automated with the advent of machine-readable, verified course content.

A consensus is growing behind these benefits. A recent report by the US Chamber of Commerce Foundation’s T3 Innovation Network on the benefits of adopting self-sovereign approaches to learner records summarised them as follows:

- "Learners have control over who can access their record(s), including aspects of their records, and when they are allowed to access them.

- Authentication is cryptographically secured, most typically on distributed ledgers, making the credentials verifiable, and accessible regardless of the state of the issuing organisation at the time of verification.

- Online verification of learners and issuers can be secured and streamlined.

- Verifiable credentials can support verification of non-traditional achievements providing evidence of learning in various contexts." (T3 Innovation Network, 2020[101]).

The benefits of an approach to credentialing that leverages both blockchain technology and open standards make it a valuable component of digitisation projects for any institution that issues or validates official documents. Such an approach is the prerequisite for creating a truly interoperable global ecosystem for digital credentials: where anyone can exchange academic records with anyone else and instantly screen and verify them without fear of fraud. Due to their deep investment in credentialing economies, education providers have been among the first to implement blockchain credentialing programs. The following section reviews several examples of educational institutions that have embarked on this path.

**Real-World implementations**

Any situation in which fraud must be prevented is a potential blockchain use case. This is because, as the previous sections have described, the blockchain is primarily an infrastructure for verifying claims. For this reason, blockchain is set to revolutionise every «trust industry,» from banking to insurance to law enforcement, healthcare, and supply chain management (McCauley, 2019[129]). It is education, however, that has been at the forefront of blockchain technology adoption, as the verification of academic credentials continues to be an ongoing and pressing need (Grech and Camilleri, 2017[130]).
But verifying qualifications is a requirement far beyond the education industry; employers worldwide have a clear interest in receiving credentials they can rely upon with the highest degree of confidence. Multilateral institutions like the Inter-American Development Bank have noted that credentialing human capital in a verifiable way is one of the easiest ways to create trust in a global economy (Cabrol, 2018[131]). For this reason, the American Council on Education observes, “blockchain, in particular, holds promise to create more efficient, durable connections between education and work. It can provide the technological fabric to help displaced workers translate their skills for new education opportunities and employers, and may hold particular value for those currently underserved by the existing education-to-employment paradigm.” (Lemoie and Souares, 2020[44]). In particular, the shift towards a lifelong learning model for education and the ever-increasing mobility of learners and workers make verifiable credentials a prerequisite for economic momentum in the twenty-first century. The term “ecosystem” is frequently used by blockchain technologists, employers, and educational institutions to describe the ideal state of credential exchange and verification.

This section features several examples of real-world implementations of blockchain-based credentialing in education from countries around the world. Note that not all of the projects that have been built to date have real users yet (or customers, if they are commercial). Some of these projects have been announced, but little public information is available to track their implementation or uptake. Accordingly, this list is to be taken as a snapshot of what the blockchain credentialing market looks like in the first few years of its development, with the understanding that this landscape will continue to rapidly evolve.

**United States**

It can be said that the birth of open technical standards for verifiable digital credentials occurred at MIT. In 2015, the Learning Initiative division of the MIT Media Lab began working on a project to anchor academic credentials to the blockchain (MIT Media Lab, n.d.[132]). Soon thereafter, the company Learning Machine (since 2020, Hyland Credentials) joined forces with this team to bring the project to fruition (MIT Media Lab, n.d.[133]). In 2016, Blockcerts, the open standard for digital credentials, was published under an MIT Free and Open Source Software (FOSS) license at blockcerts.org (Blockcerts, n.d.[111]). In 2017, the Blockcerts references libraries allowed anyone to create their own software applications for issuing, storing, sharing, and verifying secure digital credentials. The verifiable credentials technology was intentionally made open source in order to avoid vendor lock-in and create an open ecosystem for credentialing applications. Blockcerts is also blockchain-agnostic, meaning that it supports anchoring to most blockchain network types. Current implementations include Bitcoin, Ethereum (Learning Machine, 2018[134]), and Hyperledger Fabric (Castro-Iragorri, 2018[135]). In 2017, Learning Machine launched a commercial credential issuing system. In 2019, it announced that it would update Blockcerts to become a W3C Verifiable Credential (Jagers, n.d.[136]).

A number of US universities and K-12 institutions issued credentials using Blockcerts to their students and graduates (Hargrave and Karnoupakis, 2020[137]). These include MIT (Durant, 2017[138]), SNHU (Kelly, 2018[139]), Union Public Schools in Tulsa, Oklahoma (Friedman, 2019[140]), ECPI University (Southside Daily Staff, 2018[141]), Maryville University (Learning Machine Company Newsroom, 2019[142]), and Central New Mexico Community College (Salas, 2018[143]), among others. In 2020, the first statewide implementation of blockchain credentialing in the United States was launched by the New Mexico Higher Education Department (Hyland Newsroom, 2020[144]).

In February 2020, a consortium of research institutions around the world announced bloxberg, a fork of Blockcerts designed to anchor proof of scientific research to a private blockchain network (Bloxberg, 2020[145]).

A host of new projects are also emerging. In February 2020, the Digital Credentials Consortium (DCC) issued a white paper on the digital credentials infrastructure for the future, aligned with the W3C Verifiable Credential model and with the EU General Data Protection Regulation (Digital Credentials Consortium, 2020[146]). In 2018, MIT and eleven other international universities from Canada, Germany, Italy, Mexico the Netherlands, the United States founded the Digital Credentials Consortium to develop an infrastructure for issuing, sharing, and verifying digital credentials of academic achievement in higher education. A report released by the American Council on Education and the US Department of Education’s Office of Educational Technology provides a useful survey of blockchain credentialing initiatives in the United States (Lemoie and Souares, 2020[44]):

- Workday Credentials is a platform for issuing blockchain-anchored records using the W3C Verifiable Credentials standard (Workday Credentials, n.d.[147]). It uses a private implementation of Hyperledger Fabric to anchor records (Ledger Insights, 2020[148]; Meetup, 2020[149]).
• Pistis.io provides web and mobile wallets for recipients to upload documents and hash them to a blockchain built on Hyperledger Fabric (Pistis.io, n.d.[150]).

• Greenlight provides a blockchain network currently used by five independent school districts in North Texas to exchange academic records and help lower-income students apply to multiple colleges at once. The network is a private implementation of Hyperledger Fabric (Lemoie and Souares, 2020[44]).

• Salesforce has launched the Trusted Learner Network, a private blockchain network powered by Hyperledger Sawtooth.

• Arizona State University is currently using Salesforce’s Trusted Learning Network to send course completion records to the two-year schools from which their students have transferred (Lemoie and Souares, 2020[44]).

• ODEM and BitDegree also include credentialing as one of the functionalities of their Ethereum-based education marketplaces.

• The San Jose State University School of Information is applying for a grant to use an SSI universal resolver to “enable individuals with verifiable digital credentials to gain access to resources at all participating libraries.” (Lemoie and Souares, 2020[44]).

• The Learning Economy Foundation is involved with the Arizona State University Trusted Learner Network implementation (Arizona State University, n.d.[151]). It is also leading blockchain credentialing projects in Colorado (the C-Lab) (Learning Economy Foundation, n.d.[152]), North Dakota (the ND ILR Co-Lab) ((n.a.), n.d.[153]), Florida (the Broward County OpenCLR Lab) (Learning Economy Foundation, n.d.[154]), and the Asia-Pacific Region (Asia-Pacific AP Lab) (Learning Economy Foundation, n.d.[155]).

Canada
The Government of Canada may have taken the lead internationally in terms of self-sovereign credentialing applications. In 2018, the Digital Identity Office at the Treasury Board of Canada Secretariat released “Canada’s trusted digital identity vision,” a short film demonstrating a future in which citizens can apply for and manage a variety of government services and benefits online using private, secure forms of authentication (Treasury Board of Canada Secretariat, 2018[156]). The Province of British Columbia was among the first to implement a live digital credentialing project using SSI: the OrgBook, which uses Hyperledger Indy to manage verifiable credentials for over 1 million active businesses in the province (Lemoie and Souares, 2020[44]).

In 2019, the Government of Canada Talent Cloud initiative started to certify “Free Agent” public sector workers using Blockcerts (Benay, 2019[76]; Talent Cloud | Nuage de talents, 2018[157]). The Talent Cloud is a public sector talent marketplace that reimagines a skill and credential recognition ecosystem for Canada’s Public Service (Government of Canada Talent Cloud, n.d.[158]; Greenspoon, 2018[159]; World Government Summit et al., 2018[160]). Public sector workers can maintain a profile on the Talent Cloud that includes validated qualifications and experience, which serve as evidence of skill when applying for any public sector job.

McMaster University in Hamilton, Ontario, also built its own Blockcerts issuing system, which is used to issue digital diplomas to graduating students today (McMaster University Office of the Registrar, n.d.[116]).

Most recently, the Association of Registrars of the Universities and Colleges of Canada (ARUCC) has announced a partnership with Digiary to build a national credentialing network for Canadian higher education institutions (Hamdani, 2020[161]). Digiary has, in turn, partnered with Evernym to implement a blockchain-based credentialing solution (Crace, 2019[162]). Evernym’s solutions implement W3C Verifiable Credentials leveraging the Sovrin and Hyperledger Indy blockchain networks.

European Union and United Kingdom
Within the European Union, the country that has made the farthest advances in applying blockchain for educational credentialing is Malta. Since 2017, Malta has branded itself the “Blockchain Island” as a result of Prime Minister Joseph Muscat’s decision to embark on the “calculated risk” of investing in blockchain technology to fight corruption, cut bureaucracy, and diversify the country’s booming tech sector (Al Ali and van der Walt, 2018[163]).
In January 2017, Malta’s Ministry for Education and Employment (MEDE) started to implement the world’s first nationwide pilot project for issuing academic credentials to a blockchain (Sixtin, 2017[164]; Cocks, 2017[165]). Since that time, the project has expanded in scope to include all educational institutions in Malta (Sansone, 2019[166]).

In Spain, the Alastria blockchain network was designed and built by a consortium of over 500 businesses, government institutions, and universities with the aim of facilitating digital services, including academic credentialing (Alastria, n.d.[49]). SmartDegrees also emerged, using the Ethereum-based Quorum blockchain to anchor digital credentials (SmartDegrees, n.d.[167]). Vottun is another Spanish blockchain credentialing firm, this one using the public Ethereum blockchain (Vottun, n.d.[168]).

In Central Europe, SAP launched its TrueRec credentialing platform using Ethereum, which it piloted with KU Leuven University (Jonkers, 2018[169]). The Slovenian firm 0xcert created their own open standard for tokenising and transferring ownership of digital credentials as well as other digital assets (0xcert, n.d.[170]).

Within the United Kingdom, GradBase offers a blockchain credentialing system using the Bitcoin blockchain (GradBase, n.d.[171]). PwC UK has introduced “SmartCredentials,” a credentialing platform built on a permissioned version of Ethereum (PwC UK, n.d.[172]). The Open University’s Open Blockchain initiative (The Open University, n.d.[173]) explores a number of applications of blockchain credentialing, primarily using Ethereum: blockchain-anchored Open Badges and Blockcerts. These include QualiChain (The Open University, n.d.[174]), a platform for matching employers with job seekers, and PeerMiles (The Open University, n.d.[175]), an initiative to recognise the reviewing records of researchers. These are both research projects rather than commercial software applications.

All of these initiatives will need to reckon with the standardisation being introduced not only by the W3C, IEEE, and ISO, but also by the European Blockchain Services Infrastructure (EBSI), a collection of blockchain networks under development by the European Commission and European Blockchain Partnership, a coalition of EU member states dedicated to researching public sector applications of blockchain technology. The EBSI is funded by the Connecting Europe Facility, which is responsible for supporting the mandate for a Digital Single Market throughout the EU (CEF Digital, n.d.[40]). The purpose of the EBSI is to serve as an infrastructure for cross-border digital services. In this sense it is similar in scope to Spain’s Alastria network, but with a pan-European mandate. A number of participants in the Alastria project are now coordinating build-out of the EBSI.

The EBSI currently makes use of Hyperledger Besu (a permissioned implementation of the Ethereum codebase) and Hyperledger Fabric, but its intention is to become blockchain-agnostic. Technical documentation of this open source project is available to the public (CEF Digital, n.d.[175]). The four initial use cases targeted by the EBSI are:

1. Notarisation of documents for auditing purposes;
2. Certification of diplomas;
3. The European Self-Sovereign Identity Framework (ESSIF); and
4. Trusted data-sharing (Allen, 2016[100]; CEF Digital, n.d.[176]).

Version 1.0 of the EBSI launched in February 2020, and future releases are anticipated on an annual basis (Smolenski, n.d.[177]). Open market consultations have begun to help shape future development grants for private firms intending to build services on the network.

The EBSI is separate from the Europass project, another EU-wide digital credentialing initiative. The Europass is overseen by the Commission’s Directorate-General for Education and Culture and aims to make skills portable and recognisable across Europe. Since 2012, the Europass web portal has allowed individuals to create an electronic portfolio of their academic credentials and other qualifications, their “European Skills Passport”. These five standard documents are not anchored to a blockchain, but are stored in XML format and may be digitally signed by the issuing institution using signing keys provided by authorities trusted under the eIDAS regulation for electronic identification and signatures. Through the European Skills/Competencies, Qualifications and Occupations (ESCO) initiative, Europass profile holders can also be matched with job opportunities via the ESCO semantic classification (European Commission, n.d.[178]).
In 2018, a set of requirements for digitally signed Europass documents were elaborated, drawing heavily on the established eIDAS trust framework. This set of requirements is referred to as the European Digital Credentials Infrastructure (EDCI) (everis, n.d.[179]). Distinct from the EBSI, the EDCI does not employ blockchains for verification, with the exception of the accredited status of issuing authorities. These are to be anchored to a blockchain—presumably, eventually this will be the EBSI. The EDCI is in effect an open standard for issuing, receiving, storing, sharing, and verifying digitally signed documents, much like Blockcerts and Verifiable Credentials. As the EDCI was not elaborated in partnership with the W3C, however, it diverges from the verifiable credentials specification in several respects, most notably by requiring the use of XML rather than JSON. These discrepancies are currently being reconciled within the W3C Credentials Community Group.

Middle East and North Africa

The Middle East and North Africa (MENA) region has been the site of considerable enthusiasm for blockchain technology, particularly since the announcement of the United Arab Emirates’ “Blockchain Strategy 2021” in 2018 (The United Arab Emirates’ Government portal, n.d.[180]). The initiative aims to place 50% of government transactions on a blockchain by 2021 and has been closely involved with the Smart Dubai 2021 (Smart Dubai 2021, n.d.[181]) initiative. As part of its strategic push towards blockchain, the UAE government has sponsored numerous start-up competitions to identify local vendors who may be able to supply public and private sector services.

One UAE-based provider in the academic credentialing space is Educhain. Having won the Techstars start-up competition, they went on to implement several blockchain credentialing pilots with UAE educational institutions in both higher education and K-12 segments. These include United Arab Emirates University (UAEU, 2019[182]), the University of Dubai (CNN, n.d.[183]), and AMSI (AMSI, n.d.[184]).

In 2020, the firm Shahada was launched (Smartworld, 2020[185]). It sells a SaaS platform, also called Shahada, to create and issue blockchain-anchored digital credentials. Its website states that “Shahada builds on the open standards developed by MIT” (Shahada, n.d.[186]). Shahada is a joint venture between Smartworld, a leading UAE systems integrator, and Grape Technology, a UAE-based start-up specialising in blockchain technology (Shahada, n.d.[186]). The firm has successfully issued blockchain-anchored credentials for the University of Dubai (Zawya, 2020[187]). It has also integrated its platform with UAE Pass, which ensures recipient identity verification for government and commercial services throughout the country (Smartworld, 2020[185]).

In Egypt, Zewail City of Science and Technology signed an MOU with start-up Intelli Coders to build “BlockCred,” (Abdou, 2019[188]) a blockchain credentialing system for educational and professional training programmes in the city (BlockCred, n.d.[189]). BlockCred is a DApp built on the Blockstack blockchain platform.

First in the MENA region to issue blockchain-anchored academic credentials was King Abdullah University of Science and Technology (KAUST) in Saudi Arabia (Company Newsroom of Learning Machine, 2018[190]). In 2018, it used Learning Machine (now Hyland Credentials) to issue its first Blockcerts-compliant digital diplomas. The University of Bahrain soon followed suit (Global Blockchain Business Council, n.d.[191]). As of November 2020, both universities continue with their digital credentialing initiatives.

Latin America and the Caribbean

Latin America has been the site of a growing number of blockchain credentialing initiatives in recent years. The projects that have announced implementation have generally employed the Blockcerts open standard for digital credentialing. These include the issuance of digital diplomas by Tecnológico de Monterrey, Mexico’s premier technical research university (Longino Torres, 2019[192]). Universidad Autónoma de Nuevo León implemented a Blockcerts credentialing project in partnership with Learning Machine via a local implementation partner, SYSARTEC (SYSARTEC, 2020[193]). The Ministry of Labor in the Bahamas and the Caribbean Examinations Council also delivered Blockcerts pilots for workforce training, graduation certificates, and examination results (Munro, 2018[194]; Jamaica Observer, 2019[195]).

Another solution provider offering a Blockcerts credentialing system in the region is Xertify, a Colombia-based digital credentialing company (Xertify, n.d.[196]). The Dirección Estatal de Profesiones in the State of Querétaro in Mexico has been using Xertify to issue a digital Cédula Profesional (professional license) for many types of practitioners (La Fuente Querétaro, 2020[197]; @profesionesqro, 2020[198]). Xertify also works with universities
in the region, including Universidad ECCI (@xertifyco, 18 June 2020[199]) and Universidad Quindío (@xertifyco, 12 June 2020[200]) in Colombia, to issue digital diplomas.

Prince Consulting, a software services firm based in Argentina, has also implemented Blockcerts credentialing projects for educational institutions through its subsidiary, OSCity (Prince Consulting, n.d.[201]).

A major regional project, sponsored by the Inter-American Development Bank, is modelled on Alastria: LACChain. Led by a coalition of public and private organisations, the project aims to build a blockchain for the delivery of commercial and public services in the region (ConsenSys, 2020[50]).

Asia Pacific

In Singapore, blockchain credentialing saw quick uptake. A couple of notable start-ups created platforms for issuing credentials anchored to the Ethereum network: Attores, a blockchain development firm offering “smart contracts as a service,” and Indorse, a reputation platform designed to match candidates with job opportunities. In 2017, Attores piloted blockchain diplomas with Ngee Ann Technical University (McSpadden, 2017[202]). Since their initial launch, Attores and Indorse have merged, preserving the Indorse brand and pivoting to become a professional development tool for software engineers (Indorse, n.d.[203]). In the same timeframe, the Government of Singapore developed OpenCerts, an open standard for issuing blockchain-anchored digital credentials built by forking and modifying the Blockcerts codebase (OpenCerts, n.d.[118]). It has since strongly encouraged universities to use OpenCerts by partnering with local software development firms who can build issuing applications using the OpenCerts open source reference libraries (OpenCerts, n.d.[77]).

In 2018, the Ministry of Education in Malaysia announced a project to issue academic credentials to the NEM blockchain, built by the Council of ICT Deans at Malaysian Universities (Asia Blockchain Review, 2018[204]).

In 2019, Pallavan Learning Systems (PLS) became the first K-12 institution in India – and potentially the world – to issue Blockcerts to their students. The Pallavan School in Jhalawar, Rajasthan and Vasant Valley School in New Delhi issued multiple types of credentials: School Leaving Certificates, Language Certificates, Character Certificates, Letters of Recommendation, and Five Areas of Development Mark Sheets (Company Newsroom of Learning Machine, 2020[205]).

In 2019, the Hong Kong University of Science and Technology (HKUST) began issuing award certification letters as Blockcerts using a system it built in-house (HKUST Academic Registry, n.d.[206]). HKUST continues to evolve the system to issue degree diplomas and transcripts.

Driving change

The adoption of new technologies presents opportunities and challenges for institutions looking to adapt existing practices and workflows. These challenges broadly fall into two categories: ideas and logistics.

Ideas challenges include:

1. Needing to think in new ways.
2. Emotionally accepting new trade-off decisions: new ideas have different advantages and disadvantages than do old ones.
3. Difficulty imagining what change will look like.
4. Changes to roles and responsibilities that people may feel comfortable with.
5. Difficulty imagining what success will look like.
6. Separating means from ends: the same ends (i.e. security, empowerment, confidence, risk mitigation) may be better achieved using different means from what is employed today.

Logistical challenges include:

1. How do we implement a new technology and associated processes?
2. What happens to our legacy technology investments?
3. How expensive will it be?
4. Who will be there to guide and support us through the change?
5. How can we utilise our internal resources most effectively?

6. Can we go back to the old way of doing things if the new way does not work?

7. Are there hidden traps or tricks we are unaware of?

These challenges can be navigated by skillful leadership within organisations that helps teams implementing new technologies understand both the why (ideas) and the how (logistics) of change. This means helping people think about change in a way that is both enthusiastic about the real benefits it promises and realistic about the work required to successfully bring it about.

In the transition to verifiable credentialing for education, there are two broad stakeholder groups who have an outsized say in how that change comes about: policymakers and educational institutions. This section presents a few suggestions for how these groups may approach this aspect of technological transformation.

**What can policymakers do?**

Many look to policymakers to understand if what they are doing is in line with the values and laws of their community; policymakers are also often sought out for normative guidance: what should be done? As such, policymakers should consider what kinds of goals they have in mind for their communities and whether or not a new technology is instrumental in achieving those goals.

In the case of verifiable credentials, the advantages are quite clear: they increase trust across the board, speed up economic transactions, streamline the process of applying to schools and jobs, facilitate and add security to cross-border mobility, and empower holders with verifiable records of lifelong learning. Within education, it seems clear that implementing blockchain-based credentialing solutions benefits educational institutions, students, employers, and as a result, entire economies.

When examining existing laws and policies, it is good to ask if a regulation intended to achieve a particular objective (for example, validating that a credential was issued by the correct authority) is tied to a technical implementation that is too specific. Legislation that mandates particular technical implementations can end up stifling innovation, as technology evolves at a rapid clip that often can’t be anticipated. As a general rule, effective policy provides frameworks for a solution to a problem rather than being overly prescriptive about the solution itself. This enables the ingenuity of a community to flourish while setting clear guidelines about the boundaries of what is legally acceptable.

As people in positions to set priorities for a community, policymakers can also determine how funds are allocated to new technology projects. This may include spending on R&D initiatives, a public investment fund providing capital to young start-ups, investing in education and training in underserved communities, and providing support for new technology pilots or more mature implementations.

Some governments may choose to fund the build-out of their own blockchain networks or technology standards. However, these projects should bear in mind that the value of verifiable digital credentials lies in two things: 1) international portability and 2) platform independence. Any technology infrastructure, whether built by the public or private sector, that creates lock-in or limits utility across borders will create challenges to adoption and scalability. It will also create additional bureaucratic hassles, which is at odds with the promise of verifiable credentials. Accordingly, government-led technology projects should keep closely in sync with the work of global standards bodies like the W3C, IEEE, ISO, and others, to ensure that what is developed for their populations has usability internationally and across software platforms.

Resources can also be allocated in the form of time and attention. Policymakers taking the time to understand the motivations and concerns of technologists working on new solutions to problems can go a long way towards speeding along the rate of innovation in a community. In taking this initiative, policymakers also open the door for technologists to understand their concerns and ideas as well. Where policymakers and technologists see one another as hostile, cooperation stalls and mistrust can polarise a society. But time spent building something together across differences of opinion and background is time well spent.
What can educational institutions do?

When approaching the idea of using blockchain-anchored verifiable credentials, one of the first things educational institutions can do is recognise that the technology landscape is changing. The 21st-century economy requires portable, verifiable digital credentials, and students will increasingly expect them from any institution they attend. The COVID-19 pandemic, in particular, has highlighted the need for schools to issue portable, secure documents that can be received, shared, and verified safely at a distance. While using blockchain technology may not be in an institution’s immediate plan, nevertheless being informed about the landscape of offerings and thinking through implementation best practices can begin today.

As for the question of how to implement the technology, there are many ways for educational institutions to begin issuing and verifying blockchain credentials. Issuing institutions who opt for solutions based on open standards, like W3C Verifiable Credentials and Blockcerts, have two main paths forward: either by building their own applications for credential issuing using the open source reference libraries or by licensing a vendor-supported product or service to issue standards-compliant records. Those who choose solutions that are not based on open standards limit their options to either vendor-supported services or idiosyncratic solutions built and maintained in-house. These may run into data portability and interoperability issues over time.

Whatever path they choose, any institution contemplating the issuance of its official records using the blockchain may use the following brief recommendations as a guide.

1. **Identify use cases.** The blockchain is the most secure verification structure available for credentials, so it is best suited for records that must be verified with a high level of certainty. In education, these records include, but are not limited to, diplomas and degrees, transcripts, school leaving certificates, diploma supplements, comprehensive learner records, student IDs, and examination results. For education professionals, teaching licenses or warrants or certification of continuing professional education are promising places to start. Blockchain is less needed for more ephemeral credentials that only need temporary validation. However, the latter may “stack up” to higher-level credentials that are anchored to a blockchain.

2. **Future-proof your initiative by committing to open standards.** Many vendors in the blockchain credentialing space have created custom solutions in which credentials only display and verify within their vendor-controlled software system or blockchain network. This ties ongoing access, sharing, and verification of credentials to that particular vendor. Rather than making your organisation’s use of official records dependent upon a software provider and risking having to “re-do” a digital credentialing implementation if you switch services, choose open architectures to make your credentialing solution a lasting one. Insist upon the use of open standards (Blockcerts, verifiable credentials) and blockchains that are either public (like Bitcoin or Ethereum) or permissioned and private blockchains maintained by institutions with a public mandate, like governments or consortia of well-established organisations (for example, the EBSI). This increases the likelihood that those organisations will have the resources and longevity to maintain an expensive permissioned or private blockchain network over time.

If, as an institution, you choose to contract with a vendor to provide a blockchain credentialing solution rather than building one in-house, below are a series of recommendations that will help you make the best vendor selection for your institution.

1. **Choose a software provider experienced in the delivery of credentialing solutions based on open standards.** The market for digital credentials is growing, and with it a growing number of vendors are offering solutions. A subset of those vendors are committed to using open standards, and a smaller subset of those vendors have experience successfully implementing digital credentialing projects. An experienced vendor should be able to point to case studies in which their software was used to successfully deliver and build on a high-stakes digital credentialing project, then describe how their process could be adapted to your institution’s needs.

2. **Select a vendor who will help you create and execute on an implementation plan.** Blockchain credentialing is a relatively new field. As such, a change management component is a critical part of any successful implementation. Ask vendor candidates about their typical onboarding and implementation process and how
they will help you introduce this new credentialing initiative alongside your current credentialing practices. How will you define objectives? How will you measure success? A strong vendor partner is available to assist with these questions.

3. **Be prepared to budget for your blockchain credentialing initiative.** Blockchain credentialing is an exciting field that leverages cutting-edge new technology to deliver unparalleled convenience and certainty with regards to digital claims. This is an advanced technology, however; not a commodity. Your institution should be prepared to set aside an annual budget item to cover the costs of the initiative, much in the same way you budget for issuing paper or PDF digital records. Over time, you can sunset older ways of credentialing and potentially create savings by switching fully to a verifiable credentials model. Financial return on investment will vary based on your institution’s current credentialing practices, blockchain credentialing vendor selection, and implementation model. You may want to request a return on investment (ROI) analysis from vendors prior to selecting your provider(s), but be aware that this will require you reveal the current costs (in time, personnel, and money) of your existing credentialing practices.

While there is always a switching cost associated with the adoption of new technologies, it is time for educational institutions to begin the transition to blockchain-anchored verifiable credentials. Not only must the proliferation of academic and professional fraud be firmly rooted out, but the continuing growth in the global mobility of learners and workers alongside mass displacement due to conflict, natural disasters (including climate change), and most recently the pandemic make verifiable credentials a critical precondition not only for streamlining the movement of learners between educational institutions and from education to employment, but of preserving public safety as people live and work across highly varied jurisdictions and geographies (Jagers, n.d.[207]). As educational institutions have been forced to move operations online and internationalise in unprecedented ways due to the COVID-19 pandemic, the shift to verifiable digital credentials forms an integral part of any institution’s overall digitisation strategy.

**Conclusion**

The global education landscape is rapidly changing. By 2030, over 7 million students are expected to travel internationally for higher education (Holon IQ, 2018[208]). The rapid growth of developing economies in Asia and Africa is expected to fuel a massive expansion of the education sector, adding over 350 million post-secondary graduates and 800 million secondary graduates to the global marketplace (Holon IQ, 2018[209]). The world’s teaching capacity is already strained, but over 100 million new teachers will be required to meet the projected need (Holon IQ, 2018[209]).

This represents a significant opportunity for new technologies, including artificial intelligence, process automation, digital education marketplaces, and blockchain to help scale global education infrastructure. The vital role of technology in meeting the needs of this generation of students is expected to propel the global education technology market to USD 10 trillion by 2030 (Holon IQ, 2018[209]). In all economies, the need for technology-driven upskilling and reskilling is keenly felt.

COVID-19 has slowed enrolment in higher education somewhat, but not uniformly, and not permanently (Hess, 2020[210]; Miller, 2020[211]). It is mostly a response to the still heavily brick-and-mortar status quo for the delivery of education. As valuable as such a model is, it is seeing difficulty both with responding to a communicable disease pandemic and scaling its operations to accommodate virtual education delivery. In addition, many brick-and-mortar higher education institutions are loss-making, relying on donations and grants to make ends meet. Many were already financially precarious before COVID-19 struck, and the pandemic has accelerated insolvency for some (Thys, 2020[212]).

As institutions adapt, however, we will likely see enrolments continue to grow as a result of projected population growth. Educational institutions will increasingly rely on time-saving and cost-saving technologies to streamline administrative operations, deliver educational content, conduct assessments, credential students, and connect them with employment opportunities.

What does this mean for credentialing? The most easily credentialed skills – and the most valuable credentials to have in the labour marketplace – will likely continue to be associated with hard skills, or skills that can be most easily quantified and tested (Trilling and Fadel, 2009[213]). Jobs and professions requiring credentials are most...
likely to remain in technical and analytical fields. This does not mean, of course, that soft skills are not critical for professional success (Beheshti, 2020[214]); only that they are less easily quantified, tested, and credentialed. Despite flourishing movements to credential a broader range of learning experiences (Parrish, Fryer and Parks, 2017[215]), competencies, and skills (Reed, 2016[216]), employers are likely to continue relying on personal recommendations, evidence of past achievements, and reputation to assess soft skills in prospective applicants.

Nevertheless, where credentials are required or desired, being able to share, receive, and verify them instantly in a portable, interoperable digital format will quickly become a table-stakes expectation. The blockchain is an ideal technology to enable this, since it acts as a distributed, digital verification infrastructure for records and claims. With growing momentum among technologists and policymakers to return control of personal data back to users, an international standards movement has arisen to ensure that blockchain-anchored credentials are issued, stored, shared, and verified in a manner that protects user privacy and is independent of any particular vendor infrastructure.

This paper has described how these international technology standards for verifiable credentials are being applied in the sphere of education. As this field is evolving rapidly, the market landscape described here will likely look very different in even a few months. However, the standards described here will likely remain critical connective tissue for a rapidly accelerating global ecosystem of credential exchange. Institutions looking to implement a verifiable credentialing program should look to these standards to ensure that their projects protect privacy, empower users, and ensure credential mobility for all.

The early adoption of verifiable credentials for academic records by some educational institutions has placed the education industry at the forefront of one of the most significant technological innovations since the advent of the internet: a new “trust layer” for digital claims that has broad applicability across industries and use cases. Much as blockchain technology represents a distributed, tamper-proof version of an accounting ledger, verifiable credentials standards are mechanisms to detect tampering and validate a credential’s provenance and recipient in a decentralised manner. This technology will likely see parabolic adoption in coming years as institutions move to prevent fraud, streamline the processing and verification of claims, and return control of personal data to end users. The end result is an ecosystem that enables individuals to maintain a lifelong record of achievement and seamlessly transfer between institutions and geographies to live, work, and study.

As the world of learning and work continues to become more mobile and interconnected, people require higher levels of digital trust in order to live, learn, and do business together. Facilitating that trust is both the value and the promise of blockchain technology.
Annex 11.A

Appendix: Technical glossary

**Blockchain**: A type of distributed ledger that records an append-only, immutable database of transactions. Blockchains were originally used to maintain a record of who owns digital currency, thereby preventing the reproduction and tampering of digital assets. This same technology can be employed to verify the integrity of and track ownership of any digital asset, including academic credentials.

**Cryptography**: “Secret writing.” A way of protecting information by using codes so that only intended recipients may read or use it.

**Decentralised Identifier (DID)**: A globally unique identifier that does not require a centralised registration authority because it is registered with distributed ledger technology or other form of decentralised network.

**Distributed Ledger Technology (DLT)**: A database that is consensually shared and synchronised across multiple sites. Each site of the DLT network runs a part of its infrastructure and can write or access the entries shared across that network based on permission controls. Any changes or additions made to the ledger are reproduced across all sites. A blockchain is a type of distributed ledger, usually with an attendant cryptocurrency.

**Self-Sovereign Identity (SSI)**: “A set of technical standards and a set of community-promulgated principles seeking to enable a shift towards more individual control over digital identities and personal data.”¹

**Verifiable Credential (VC)**: A digital credential that is tamper evident and whose provenance (authorship) can be cryptographically verified.

---

**Note**
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