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This paper summarises results of the pilot project in which Dutch and Belgian (Flemish) higher education institutions participated in the CHE Ranking, which literature sees as ‘best practice’ for ranking study programmes to inform (prospective) students. Project aim was to test the CHE Ranking methodology in a non-German language context. It included data collection from participating institutions and a survey among their students.

The paper stresses the (promises and) problems of comparing students’ satisfaction measurements internationally. Questions addressed include: what are effects of different scales used, and of rating cultures? (Different mid-points, different tendencies to use extremes) How should results be interpreted: what are effects of expectation levels? Do such differences result in bias against certain countries? Lessons will be drawn for further projects to establish ‘student information systems’ internationally.

Introduction

The basic idea underlying the pilot project ‘CHE Ranking of European Universities’ is that the evolution of a common European Higher Education Area in the context of the Bologna process and a common European Research Area in the Lisbon strategy will lead to growing European mobility of students and higher education staff. Hence, comparable information about European higher education institutions will become more important for students as well as for academics in order for them to make well-informed choices in selecting where to go in the large European space, with more than 4,000 higher education institutions in more than 40 countries. Up to now such information is largely lacking. One possible instrument of providing such information is a ‘student information system’—a better name than the more usual ‘ranking’. Existing student information rankings are often national, thus not very useful for European mobility purposes, while international (so called ‘world’) rankings do not cover the European higher education area systematically and are in many respects biased in favour of English-speaking countries. In addition, the world rankings do not deliver useful information for students who are looking for an appropriate higher education institution as they show severe methodological weaknesses (e.g., most of them do not distinguish between subject areas, whereas students are looking for an institution within their particular subject/field). Moreover, they focus on institutions’ research performance and do not include much information on teaching quality. We will go into the methodology in-depth in the next chapter.

The type of information that can underpin students’ selection of study programmes can be provided by the CHE Ranking approach that has already started to become somewhat of a European ranking by including Austrian and Swiss universities in addition
to German higher education institutions. The CHE Ranking approach has gained high acceptance in Germany and has been acknowledged by several comparative studies on ranking methodology. By successfully including Austrian and Swiss universities, a practical proof has already been provided that the method is valid for international ranking.

The aim of the project is to pilot the CHE Ranking further, beyond the German-language area, to higher education institutions in the Netherlands and in the Flemish community of Belgium. In a first step, a common ranking of German, Austrian, Swiss, Dutch and Flemish higher education institutions is established for three subject areas. As was done for Austria and Switzerland, the extension was made in close co-operation with competent partners in the respective countries that have a profound knowledge of the national higher education systems and academic cultures. As the extension project to the Netherlands and Flanders is part of the existing, wider CHE Ranking of German, Austrian and Swiss higher education institutions, it profits from the information already available and provided through the existing ranking, which is funded independently of this project. The comparison with higher education institutions in these three countries is an additional benefit of the project. In the Netherlands, we can build on recent pilot experiences with ranking similar to the CHE approach supported by the Ministry of Education (www.studiekeuze123.nl, English version: www.studychoice123.nl).

For each subject area, data includes information on both teaching and research performance (although the present report focuses on the teaching side), as well as on facilities and services for students.

This first step was a one-year project, funded by the European Commission’s Socrates programme, to test the methodology across (narrow) cultural borders, with a view to possibilities of further extension to other European countries at a later stage. In this first step, we focused mainly on first-cycle programmes, partly because second-cycle programmes had been introduced too recently to be evaluated in-depth in some of the countries participating in the CHE ranking. Further extension in the direction of second- and third-cycle programmes was another ‘next step’.

Theoretical considerations in ranking universities

Increasing public interest in university rankings is reflected also in the amount of academic literature that has been devoted to the issue in recent years. University rankings have been examined from methodological, technical and conceptual aspects. While the literature points to many serious problems in university rankings, there seems to be a general consensus that “rankings are here to stay” (Merisotis, 2002) and that energy should go into improving rankings rather than fighting them (e.g. Marginson 2007; Dill and Soo 2005; van Dyke 2005). Moreover, well designed rankings can provide students with valuable information and encourage accountability in universities. Recent research consistently draws attention on potential dangers of poorly constructed rankings and suggests some principles that would make a ranking sound and beneficial.

Different rankings vary considerably in purpose and scope, in their definition of quality, the choice of indicators, and methodological designs (Usher and Savino 2006). All these aspects are important not only for the quality of a ranking system, but also for its effect on the higher education system more generally. This chapter summarises key lessons
from current international experiences in the field and points to major pitfalls that a well-designed ranking should try to avoid.

**Critical issues in the design of university rankings**

*Aggregate vs. multi-dimensional rankings*

The biggest conceptual divide in university rankings is between aggregated and multi-dimensional rankings. All ranking systems collect information on various indicators such as research performance, student-staff ratios, university resources, etc. In most cases, select quality indicators are combined to produce an overall institutional ranking. The approach used is commonly known as ‘weight-and-sum’, which involves assigning a weight to each indicator according to its perceived importance and then using the weights to crunch the numbers into one easy-to-digest score (Clarke 2002). Based on the aggregated scores a straight numerical ranking is produced, in which universities are put in straight rank order from best to worst. While this type of ranking is very popular because of its simplicity it has been found highly problematic from a methodological and conceptual standpoint.

An aggregated ranking assumes that there is a hierarchy of universities that is accurate for every potential user and for every purpose. Most rankings define potential students as their main target audience. An aggregated score presumes that all students have identical decision criteria and some universities are universally better for all types of students. This assumption, however, is not correct. Empirical evidence shows that students are not identical in terms of what they consider when choosing a university (see Dill and Soo 2005; Cremonini et al., 2007). Certain students may value research orientation while others consider more seriously the size of the institution, good mentoring, or international orientation. Aggregating the scores of all these dimensions hides significant performance differences between universities and fails to recommend the best university for the specific student.

Moreover, because aggregate rankings are based on the weight-and-sum approach, the choice of variables and the weights assigned are major problems. The choice of variables and weights reflects a set of assumptions about what promotes quality (in teaching, learning, or research). It is a matter of judgment that is not necessarily valid, comprehensive, relevant, or comparable (Dill and Soo 2005; Clarke 2002; Bowden 2000; Eccles 2002). For instance, measures of institutional environment do not appear to be straightforwardly linked to student outcomes, yet most ranking systems build formulae that implicitly assume a link (Pascarella and Terenzini 1991).

An alternative to the aggregated ranking is to provide multiple scores for each university. The result would be a university ‘report card’ which provides information on different aspects of universities, but resists the temptation of ranking universities on one unique scale. This approach recognises that there is no unique hierarchy of universities, but the hierarchy depends on the individual criteria and relative importance of these criteria.

The difference between aggregated and multi-dimensional rankings reflects not only a different view on how students decide among universities, but reflects more broadly the difference in what exactly is being ranked. Any aggregated ranking is necessarily biased because it is based on a particular view on what constitutes quality in the education
Aggregated rankings are primarily trying to capture the prestige of a university and are designed in such a way as to keep the ‘Harvards’ and ‘Oxfords’ of the world at the top of the list. This type of rankings is heavily based on one of two criteria: excellence in research or prestige as measured by prestige surveys. Both approaches are quite problematic.

Prestige rankings are heavily based on research measures because universities’ prestige is primarily generated by research excellence. The problem of research focussed rankings is their relevance for students. Empirical evidence is quite sceptical about the link between research quality and teaching quality. On the contrary, research intensive universities tend to be less devoted to teaching and therefore may provide a less supportive learning environment for their students (see Dill and Soo 2005). A university ranking that is based heavily on research quality is likely to provide students with information that could lead to less than optimal choices.

Prestige surveys contact academics, university administrators and employers and ask their opinion about the quality of the universities. The problems of such survey are manifold. It is unlikely that even academics are aware of the quality of research, furthermore teaching, in each university (Brooks 2005). Famous universities are likely to produce misleading “halo-effects”. A world famous university is more likely to get higher ratings not because the respondents are familiar with its performance, but because respondents assume high performance due to its reputation. A well known example is the ranking of Law Schools in the United States. According to this ranking, Princeton University was amongst the top 10 law schools in the country even though the university in fact does not have a law school (Frank and Cook 1995). Such surveys also pose a problem of circularity because they ask deans, presidents etc. to rank institutions roughly similar to their own, resulting in ‘[…] positive feedback in the creation of prestige whereby institutions that are prestigious today are more likely to have a high level of prestige tomorrow’ (Brewer et al. 1999: 30). It is not incidental that ‘new’ universities are almost always ranked below the ‘old’ universities (Bowden 2000).

In spite of all the criticism, prestige rankings do have their function. For some students prestige is indeed an important decision criterion. In higher education systems where prestige is associated with high selectivity, a diploma from a prestigious university has a strong signalling effect about the capacity and ambition of the particular student. This can be a valuable asset on the labour market. However, this approach to rankings implies that students are primarily concerned with the status of their degrees, rather than with what they learn. Rankings, then, degenerate into a popularity contests (Marginson 2007).

While conceptually it is difficult to justify a discreet hierarchy of universities based on an aggregated score, from a practical perspective there seems to be a high demand for such rankings because of their simplicity and perceived certainty. The issue of aggregate vs. multi-dimensional rankings is now presented as one of the major dilemmas also in the international context (Marginson and van der Wende 2007).

University vs. discipline rankings

A similar aggregation problem emerges also with respect to the unit of analysis: some rankings evaluate universities while others evaluate individual disciplines/programs in each university. Experts find program level rankings overwhelmingly sounder than
discipline level rankings (Marginson 2007, van Dyke 2005, Dill and Soo 2005). The quality of individual programs usually varies significantly across a university. Some universities may be particularly strong in one program (e.g., in sciences) while their other programs (e.g., humanities) are relatively weaker. Because students enter university to study a certain field, program level information is more helpful than university level information. Overall institutional rankings hide valuable information from potential students.

Both aggregation issues – aggregating different dimensions into a single score and aggregating program information for the entire university – are part of a larger conceptual approach of the purpose of the ranking. While almost all ranking systems claim to advise students, they differ in their view on what information students seek.

Rankings have been heavily criticised also from methodological and technical standpoints. While the purpose of this summary is not to list all potential problems, two aspects are important to keep in mind. These two issues are related to how universities are differentiated from each other and what indicators are included in the rankings.

*Ranking vs. clustering*

All rankings use quantitative scores. Most rankings take a mechanistic approach and rank universities based on the scores. This approach is problematic because actual differences in performance may be only marginal while the rank suggests that one university is clearly better than another. For example, a university ranked 10 could be virtually identical to one ranked, say, 17, but the miniscule differences are exacerbated when the differences are translated into discrete ranks. Empirical evidence has shown that inferences about performance differences across universities are often based on statistically insignificant differences (van Dyke 2005). The mean value of entrance scores, for example, can be slightly higher in one university, but considering the overall variance of the entrance scores in the universities, the marginal difference is generated by a random error rather than a systematic difference. The conclusion that one university is better than the other would be in such case inaccurate.

An alternative to such a discreet ranking is to group universities based on their performance, without producing a specific rank for each university. The CHE ranking and the Australian The Good Universities Guide are amongst those who have adopted such a methodology. Universities are placed into groups – e.g., good, medium, and bad – based on their scores and in each group universities are listed (e.g., alphabetically). In-group universities have more or less comparable performances whereas universities in different groups differ substantially. This approach does not, therefore, suggest that one university is considerably better than another if the differences are miniscule or non-systematic.

*Choice of indicators and measurement*

One of the most important aspects in the ranking design is the choice of indicators. This choice is often based on the availability of data rather than on conscious decisions of what really reflects quality in education. Rankings typically use some combination of proxies, often making implicit assumptions about causal links between institutional factors and student outcomes. Commonly used measures of teaching quality are student-staff ratio, selectivity in enrolment, student entrance scores, resources available to students, and
research quality. While each of these indicators is arguably associated with learning, none of the indicators measure learning directly. Lack of indicators that capture the actual outcomes of universities’ teaching and the “value-added” of the educational process is identified as a problem in many ranking systems (Dill and Soo 2005).

Effective teaching output measures are not easily available. Student surveys are one of the best alternatives to ambiguous proxies such as research quality or university inputs. Although student perceptions of the university are not objectively comparable because of different expectations, they do provide some information on “customer satisfaction”.

The set of indicators is a fundamental issue in ranking design. Dill and Soo (2005) conclude that the set should satisfy the attributes of relevance, comprehensiveness, validity, and functionality. In short this means that indicators should reflect the dimensions that students truly consider when choosing a university. To build an unbiased picture, all critical dimensions of academic quality should be included in the set of indicators. Indicators should actually measure what they intend to measure and provide reliable information. And lastly, the measures should be robust so that they do not encourage gaming and manipulation is part of universities. The effect of rankings on universities is an important issue and deserves a more detailed discussion in the next section.

The effect of rankings on HE systems

University rankings are meant to provide information on the relative performance of universities. However, university rankings are not only passive observers, but they have an effect on universities’ behaviour and arguably also on how their users perceive academic quality. Ideally a ranking would encourage universities to improve their performance, but this positive impact can be achieved only under certain circumstances. Empirical evidence rather points to perverse and dysfunctional effects of university rankings. Current rankings are found to produce a lot of gaming and manipulation in the system. In the increasingly competitive higher education market, universities consider it ever more important to be ranked and remain at the top of the list. This, however, is not necessarily an expression neither of quality education nor of sincere interest in student learning. Universities will go to great lengths to improve their ranks. For example, universities have been found to boost their selectivity score by attracting more applications (Ehrenberg 2002). This behaviour, costly for institutions and candidates alike, fails to help universities improve their performance. The effect of university ranking is deeper than mere manipulation of information by universities. Ehrenberg (2002) also argues that university rankings are one reason why universities are becoming increasingly costly in the United States. Fierce competition for a higher rank calls for substantial investments, for example in student merit aid scholarships. Hence, rankings tend to influence strategic decisions and investments in universities.

An influential ranking can have a large effect also on the entire university system. Marginson (2007) argues that prestige rankings in Australia are making the higher education landscape more homogenous. Since prestige rankings are heavily based on research performance, universities are encouraged to concentrate on this area even if by their original mission they might be more teaching focused institutions. While universities become more homogenous, they may actually become more differentiated in terms of their performance. Better performing universities attract more financial resources and more qualified staff and increase their lead even further.
Espeland and Sauder (2007) study how the ranking of American Law Schools affects the behaviour of these institutions. They observe that rankings indeed produce gaming and manipulation, that they tend to affect institutional strategic decisions, and that they hinder heterogeneity among law schools. But Espeland and Sauder also argue that rankings produce a self-fulfilling prophecy. Rankings encourage schools to become more like what they measure, which then increases the validity of the measures.

Many of these problems are produced by specific ranking types – the prestige rankings. The dysfunctional (and socially costly) effects of such rankings add to their conceptual weakness. Their experience however reminds that rankings are not only a neutral observer but also a participant in the higher education system. Perverse effects of rankings can be avoided with a careful design. An ideal ranking would not only provide adequate and helpful information to students but encourage universities to serve their students better.

**International rankings**

As a response to increasingly global higher education market, two highly visible international university rankings have recently been launched: The Shanghai’s Jiao Tong University’s *Academic Rankings of World Universities* (2003) and the *Times Higher Education Supplement’s World University Rankings* (2004). Comparing universities in different higher education systems adds another layer of complexity to the discourse. Both of the rankings are prestige rankings. They both produce an aggregated unique score for each university; they are conducted at a university rather than program level; they produce a discreet hierarchy of universities; and are primarily prestige oriented. The Jiao Tong University ranking is based on research excellence and includes indicators such as Nobel Prize winning scientists, highly cited scientists, and articles in the journals *Nature* and *Science*. The *Times Higher* ranking is heavily driven by a survey of world academics.

The problems of these rankings are similar to other prestige rankings. Marginson and van der Wende (2007) argue that a better approach to global rankings begins from the recognition that all rankings are partial in coverage and contain biases. “It is valid to engage in rankings provided they are tailored to specific and transparent purposes, and interpreted only in the light of those purposes” (p322).

Another major challenge in international rankings is the comparability of data. It is quite evident in national rankings that the choice of indicators is often driven not by conceptually justified measures but by the availability of data. In the national context there is often either a common source of comparative data on universities or norms what data universities should collect and report. Even then not all measures are equally relevant for all types of universities. Data issues are much more severe in the international context. Universities in different countries are subject to different regulations, expectations, and social norms. While selectivity of a university, for example, is an important factor in the U.S. rankings, the higher education system in the Netherlands or Germany is not structured around the notion of selectivity. The number of declined applications or even the academic ability of the incoming class would not carry the same meaning in these countries as in the U.S. where it represents “student demand” and “market value”. In an international ranking it is therefore even more crucial to develop a sound justification for any measure included in the ranking, to develop its causal link to educational quality, and to ensure that it measures the same thing in all countries.
Conclusion

The international experience with university rankings provides with many lessons about the implications of different ranking systems. While rankings have been heavily criticised from a conceptual and methodological standpoint, and for their potentially dysfunctional effects, the criticisms should be considered as a constructive input in the process of improving the quality and effectiveness of rankings.

The CHE ranking has been widely praised as the current best example of university rankings. Usher and Savino (2007) title the CHE ranking “the best practice” in higher education rankings and Marginson (2007) argues for a CHE-type ranking also for the international setting. The advantage of the CHE ranking lies in its conceptual and methodological design, which circumvents the most common problems mentioned above. It is an informational tool and provides information on various aspects of universities’ performance at the program level. Students can design their individual ranking based on criteria they themselves consider most relevant for their decisions. The information source has been made user-friendly with a web application. On the web students can prioritise their decision criteria, allowing the program to produce the list of the most suitable universities for them. Universities are presented in groups, not in ranks, and thereby the system does not exacerbate marginal or random performance differences. Finally, the indicators are not dominated by research excellence or prestige, but an important part of the ranking is student survey. For these reasons, the CHE methodology was chosen for this pilot project.

Steps in the Pilot Project

Conceptual Preparation

During this period the partners agreed on a common set of indicators for the ranking and adapted the CHE questionnaires of the different surveys to the structures/cultures of the respective higher education systems. For the pilot project, it was decided to limit the number of different questionnaires to one for students and one for the participating faculties/institutions, besides collecting bibliometric research information for one of the areas.

Both in the Netherlands and in Flanders, higher education institutions were informed about the ranking exercise and their own activities for the ranking (surveys, delivering of data) by the relevant national partners.

At the end of this phase there was a full version of the questionnaires for the different surveys. The subjects/disciplines to be included in to the project were defined by the partners.

Note that in Flanders another round of conceptual work took place in 2007, in cooperation between the Ministry of Education, the umbrella bodies for the higher education institutions and working groups from representatives of the higher education institutions for adaptation of the (Dutch-language) questionnaire to Flemish circumstances (e.g. different terms, answering categories, etc.); at the same time, some questions were added to the questionnaires that were of relevance to Flemish project participants but that
were not included in the international comparisons. Establishing broad support for the undertaking was a major consideration in including this additional round.

Data collection and analysis

From October 2006 to December 2006, the relevant data were to be collected in the Netherlands and in Flanders. The surveys were conducted by CHEPS and CWTS. Due to delays in securing cooperation of the higher education institutions, surveys among students and faculties in the Netherlands were conducted in March/June 2006+ in Flanders the same questionnaires were distributed in May/June 2007.

With regard to faculty and institutional data, as much as possible questionnaires were ‘pre-filled’ with data from the SKI database, i.e. the database underlying the existing student information website (since 2006) in the Netherlands. This database proved to cover the information needs for the CHE methodology only partly, as had been expected based on our previous analysis of the commonalities and differences between the two.

The CHE performed comparative analysis of the data from all participating countries according to its standard methods. Common indicators were calculated (numerical values, rank groups). The results were put in a database that available to all partners.

However, in the end only two pilot programmes were willing to have their results included in the CHE database (and these institutions had wanted to do that even without the pilot project). All other data are treated as confidential.

Response and Results for Pilot Programmes

Flanders

For Flanders, the CHE EuroRanking was one of the very first pilot activities with regard to system-wide student information systems. This led on the one hand to large interest among higher education institutions in being involved in the pilot, but on the other hand to a certain degree of uncertainty about the implications of such a project. The former tendency meant that the matrix of programmes, which originally was set at three programmes in four fields, was adapted to accommodate more programmes from the many varied institutions to take part even though the number of knowledge fields was reduced to three. Fourteen programmes signed up for the pilot project. The latter led to an early decision, in consultation with the pilot programmes, not to strive for publication of outcomes. A similar, understandable, hesitation to publish outcomes from a first exercise we had also noticed in other countries at the beginning of their involvement in student information tools, e.g. Austria.

Response by Students and Study Programmes

From the thirteen pilot programmes,¹ co-operation was asked for a questionnaire among students, and for collecting data on the programme and the institution. As in the standard CHE procedure, up to 500 students per programme were approached via the organisational channels of the study programme to complete an online questionnaire on

---

¹ One institution withdrew from the pilot.
their opinions with regard to qualitative aspects of their study, together with opinions and data regarding their study situation (e.g. on their living quarters). While absolute response numbers were often near the lowest acceptable margins (CHE accepts student opinions on study programmes only if at least 15 answers are received), usable results were obtained for eight study programmes. Response rates by students (about 10% net, 2 or 440 responses) were lower than CHE is used to, even with applying the same procedures to increase response, with a reminder for non-respondents and with the same online questionnaire; still the Flemish response rate was higher than that in the Netherlands (see next section). The timing of this questionnaire, in spring 2007 but well before evaluation and examination periods, was not expected to detract from students’ willingness to co-operate. The largest number of responses came from students in applied economics programmes; for all seven applied economics programmes in the pilot, there were sufficient responses by students to enable analysis. For electrical engineering there were sufficient responses for analysis from two programmes (out of the five in the pilot). For psychology, both programmes elicited sufficient responses.

Three faculties returned the faculty questionnaire, although the pilot institutions had been involved in a long process of drafting a Dutch-language version of the questionnaire adapted to the Flemish higher education system. In this process of adaptation of the questionnaires the associations of Flemish higher education institutions VLIR and VLHORA played an important supportive coordinating role to ensure the quality of the adaptations. Nevertheless, some institutions voiced doubts about the questionnaires and the pilot project as such. Again, this is quite understandable in an early pilot phase. However, the withdrawal of these institutions in combination with the late distribution of the faculty questionnaires (close to the end of the academic year), led to a low response rate from the pilot faculties, with just three returned questionnaires. The questionnaires that were returned all concerned faculties of applied (or business) economics in hogescholen, i.e. non-university higher education institutions.

Results from Student Questionnaires

There are two major ways of looking at the students’ responses. First, in absolute scores, and second in comparative ranking with the other programmes in the pilot.

In absolute terms, the student judgements almost all fall in the range of 2 to 3 on the 6-point scale (1 is ‘very good/high’, 6 is ‘very bad/low’) to which the original 1 to 10 scale results have been recalculated. Calculating back, this means that the average ‘judgement overall’ of 2.4 on the 6-point scale corresponds to 7.5, i.e. reasonable to good. The best average result was found for the laboratory provision in electrical engineering (2.27, or 7.7 on the 1-10 scale); the worst concerned the inclusion of students in evaluation activities in the study programme (3.35, or 5.8 on the 1-10 scale). With the exception then of evaluation and perhaps of the practice-orientation (average judgement 3.13, or 6.2 on the 1-10 scale) all individual indicators were also of a reasonably satisfactory level.

In terms of ratings, the Flemish programmes were compared with their counterparts in the large CHE database of German study programmes with some Austrian and Swiss as

---

2 In the net response rate, only Bachelor-phase students of the second and higher years were regarded.

3 This included both the faculty and student questionnaires. Some questions were added to the pilot core questions that were of special interest in Flanders; these are not reported in the current comparative report.
well. In the CHE method, student judgement indicators are only rated as ‘top group’ or ‘bottom group’ if they deviate significantly from the average judgement in a statistical sense; all that are not that far from the average are rated in the ‘middle group’. Here, the perhaps surprising result is that although many average judgements per study programme fall in the middle category, there are a comparatively large number of judgements in the ‘bottom group’, but none in the ‘top group’. For a discussion of this type of result, the reader is referred to the section on the Netherlands.

If a CHE-type rating were made only for the Flemish programmes in the pilot, the sample is too small for a calculation per discipline (as in electrical engineering and psychology there are only two study programmes each). If for reasons of piloting the methodology averages were calculated across all ten study programmes, still practically all ratings would fall in the middle category. Only on two indicators could we find a single pilot programme that would fall in the ‘bottom group’ (one on the library provision and another study programme with regard to the quality of teaching rooms). In sum, the differences between study programmes with regard to student judgements are different across study programmes, but viewed in a Flemish context, the statistical dispersion around the mean is such that practically we cannot make a distinctive ranking among them. Almost all indicators would fall in the ‘middle group’ for all study programmes. This conclusion might be changed if all study programmes in the targeted fields (electrical engineering, applied economics and psychology) had been included, so that a narrower range of ‘middle group’ values might be calculated. However, in some fields the number of study programmes in the Flemish community would remain too small to expect many significant differences.

**The Netherlands**

*Response by Students and Study Programmes*

Out of the twelve ‘slots’ in the matrix of study programmes for the pilot project in the Netherlands, eleven institutions eventually reacted positively to the invitation. One institution that originally had signalled interest withdrew for organisational reasons at a too late moment to replace it with another. From the resulting eleven pilot programmes, cooperation was asked for a questionnaire among students, and for collecting data on the programme and the institution. As in the standard CHE procedure, up to 500 students per programme were approached via the organisational channels of the study programme to complete an online questionnaire on their opinions with regard to qualitative aspects of their study, together with opinions and data regarding their study situation (e.g. on their living quarters). As in Flanders, absolute numbers of returned responses were often near the lowest acceptable margins, and usable results were obtained for eight study programmes. Response rates (7% gross, about 5% net) were clearly lower than CHE is used to. A possible explanation lies in the fact that there is already another student information system in the Netherlands, for which students are also surveyed (Studiekeuze 123). Moreover, the number of questionnaires for internal quality assurance schemes for

---

4 The principle of the CHE groups per indicator is to distinguish programmes that are significantly higher or lower than the average for all study programmes of the same kind on that indicator, i.e. outside the 95% confidence interval (Berghoff et al., 2007, pp. 51-52); all others are interpreted as ‘middle group’.

5 The organizational reasons included amongst other things the move of the main contact person to another job, which show the importance of having a ‘champion’ for a project in an organisation.
which students are approached may be larger in the Netherlands than in e.g. Germany or Austria, leading to ‘evaluation fatigue’ among Dutch students. The timing of this questionnaire, in spring 2007 but well before evaluation and examination periods, was not expected to interfere with students’ willingness to co-operate.

Although pilot programmes were volunteered by their higher education institutions, no more than four succeeded in filling out the institutional questionnaire. When asked for difficulties with the institutional questionnaire, responses were obtained from four (partially different) institutions. Main issues that were mentioned, included:

- Questions for data were in terms unfamiliar to our administration;
- Structure of questionnaire with some data per programme, some for the whole faculty, was confusing;
- Communication by researchers should have been better.

The first and second points are problems inherent in international data collection: organisation of study programmes in the higher education institution is largely dependent on national traditions, regulations and data collection needs, which do not easily transfer across borders. In one response, a possible solution was suggested, namely to organise visits by researchers would have been better so that terms and data could have been explained. That solution would need more resources for data collection, an issue also raised by the last point on this list.

**Results of Student Questionnaire**

With regard to the absolute scores, the overall judgement of students across all study programmes in the pilot is 2.38 in the 1-6 scale (1 is ‘very good/high’, 6 is ‘very low/bad’), which in the original 1-10 scale in the questionnaire corresponds to 7.5, i.e. reasonable to good. Looking at the other indicators, the national averages range from 2.32 to 2.86. The best average was reached for ‘contact with teaching staff’ (2.32, or 7.6 on the 1-10 scale); the worst for ‘counselling by the career centre’ (2.86 or 6.7 on the 1-10 scale). There were practically no judgements on individual indicators where study programmes deviated significantly from the national average: with one exception all would fall in the ‘middle group’ if a Dutch-only CHE-type ranking would have been made. The one exception is one programme that scored in the ‘top group’ with regard to ‘courses on offer’.

In the comparative ranking view, student responses to the questionnaire were used to calculate scores according to CHE standard procedures. For the seven study programmes for which there were sufficient numbers of responses, the CHE calculated the average scores and standard deviations for the student judgement items. The principle of the CHE groups per indicator is to distinguish programmes that are significantly higher or lower than the average for all study programmes of the same kind on that indicator, i.e. outside the 95% confidence interval (Berghoff et al., 2007, pp. 51-52). In this pilot project, Dutch study programmes were fitted into the ranking that had been published in May 2007, i.e. the Dutch responses were compared with the averages and confidence intervals acquired by the last point on this list.

---

6 Please see the previous section on Flanders, where it was explained that this exercise was not methodologically sound enough to give much weight to findings, but was made to get an impression of what the pilot would look like in the national context. See also below on the comparison with the broader Dutch base of Studiekeuze123-data.
for the German, Swiss and Austrian study programmes.\(^7\) The psychology study programme at the University of Maastricht\(^8\) mostly scores in the top group (green on the CHE web site), while most other programmes predominantly end in the middle (yellow) and bottom groups (red on the CHE web site).

*Looking for an Explanation for Low Ranking Results in the Pilot*

The predominance of bottom group rankings for the Dutch and Flemish study programmes were not expected. In fact, in the CHE rankings, since their beginning, there is a 26%-50%-24% division between the top, idle and bottom group judgement by students. For the Dutch and Flemish study programmes in the pilot, there are about 50% of comparative rankings in the bottom group. What may explain this result? There are several possibilities:

**Option 1** The quality of these eight programmes is indeed significantly worse than the average quality of study programmes in Germany (and Austria and Switzerland).

i) *Counterargument:* Anecdotal evidence holds that the objective study situation (e.g. facilities, student-staff ratio, ‘crowding’ of lecture halls) at Dutch universities and hogescholen as a rule is certainly not worse than what students encounter in Germany. There is a continuous net mobility of students from Germany to the Netherlands, and we may suppose that there is some degree of rationality in this movement.

ii) *Counterargument:* The seven study programmes cut an average to relatively good figure among Dutch study programmes, according to their rankings in SK123.

iii) *Counterargument:* There is reasonable agreement between the rankings in CHE and SK123 for three of the seven programmes, but for four others, the SK123 results are rather better than those in the CHE pilot (see Figure 1).\(^9\)

**Option 2** Previous experiences with the CHE ranking and also other rankings such as the SK123 were that students as a rule value small programmes more than large ones.

i) *Counterargument:* Such a relationship does not seem to hold among the pilot programmes: the one highly valued programme has more than 500 students, while smaller programmes are valued worse than average.

**Option 3** Dutch students responded less positively to the CHE pilot than to the SK123 questionnaire.

i) *Counterargument:* In four cases, the general opinions are almost the same (see Figure 4, the cluster of programmes around 7.0), but in the other three cases, the CHE-pilot score was more positive than the one in the SK123 data.

**Option 4** The projection of the Dutch 1 to 10 scale on the German/Austrian 6 to 1 scale is not correct.

---

\(^7\) With regard to business economics, the CHE survey was made in 2005, to be renewed in the academic year 2007-2008. All other data were collected in the academic year 2006-2007.

\(^8\) This is one of the two Dutch programmes entered into the public CHE website. For that reason, the name can be mentioned here.

\(^9\) The figure is methodically risky: it greatly reduces data by taking the average of ranking groups of 16 indicators from the CHE pilot (horizontal axis) and of 8 indicators in the SK123 on more or less similar issues (vertical axis). Top, middle and bottom group definitions are taken from the respective ranking sites at face value.
i) **Explanation:** The endpoints of the scales were given explicit meanings, in both countries this was ‘very bad’ to ‘very good’. The recoding from one to the other proceeded from the assumption that ‘very bad’ to ‘very good’ has the same meaning across countries and cultures, and that the figures on the scales are equidistant. That is to say: the difference from 1 to 2 in the Netherlands has the same meaning as the difference between 5 and 6 or between 8 and 9, and these distances correspond to differences of 5/9 of a point on the German scale (see Figure 2 in the Appendix).

ii) **Counterargument:** However, the scales had been chosen to be intuitively known to the respondents, because in Germany, Austria and Switzerland 6-point scales are in use for examination grading; in the Netherlands, a 10-point scale is used. This might imply that respondents use the interpretations of the grading scales. In that case, especially the cut-off between a positive and a negative meaning of a grade ought to be taken into account. Practically: what grade is needed in order not to fail? In Germany, only 5 and 6 are fail grades, so 4 to 1 are increasingly ‘good’; in the Netherlands, 1 to 5 are fail grades, and 6 to 10 are ‘good’. However, if the Dutch student responses would be recalculated to get to the same cut-off point, the ratings for Dutch study programmes would be even lower than they were now. It would have the contrary effect to what was sought (compare Figure 2 with Figure 3).

iii) **Explanation:** It is possible that for reasons of tradition or culture, grades given in the Netherlands are lower than those in Germany. For instance, the general average of customer satisfaction with services in the Netherlands was 7.6 on a scale of 1 to 10 (76% of the maximum attainable; surveyed 2007-07-02; www.tevredenheidsindex.nl, retrieved 2007-09-28), which is hardly different from the 7.5 that students in the Netherlands and Flanders gave to their study programmes overall. We found no hard evidence, but it is possible that German customers value services higher than Dutch ones. In other words: a 76% score in the Netherlands might indicate the same level of satisfaction as, for instance, an 80% score in Germany. This needs further research before any empirical statements can be made. However, it points to the need to calibrate scales between countries when making cross-national comparisons. Calibration should of course take place on other data than higher education in order to avoid tautologies.

**Option 5** Dutch students are more demanding from their study programmes than German students.

i) **Estimate:** this seems to be true. A telling indication is that with regard to the total judgement, foreign students (mostly German) were significantly more positive than Dutch students (see Table 1).

ii) **Explanation:** Perhaps such a difference derives from Dutch students having attitudinally adapted to paying tuition fees of ca. € 1,500 per year (‘we pay, so we expect something decent in return’), while in Germany such an adaptation to the recently introduced tuition fee of at most € 500 per semester (€ 1,000 per year) has not (yet) taken place.

### Table 1: Comparison of mean general opinions between students from Dutch and foreign parents

<table>
<thead>
<tr>
<th>Respondents’ parents</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dutch</td>
<td>258</td>
<td>7.48</td>
<td>1.188</td>
</tr>
<tr>
<td>foreign</td>
<td>56</td>
<td>8.21</td>
<td>1.486</td>
</tr>
</tbody>
</table>

In sum, the ‘technical’ options 3 and 4 can be refuted (except argument iii of option 4), and so can option 2 about the influence of size. Option 1, i.e. that the Dutch study programmes have lower quality than the German ones was deemed improbable, on arguments supported by the more objective data, too. Finally, option 5 about different levels of expectation is left standing, and this is connected to option 4 argument iii. Both
point to international differences in expectation, satisfaction and how to express them. The difficulty with different expectation levels is that they cannot easily be corrected in a technical manner. A possibility worth pursuing is to target data collection much more to the (international) target population for which an international student information tool is intended in the first place: instead of eliciting average opinions of all students, one might focus on the opinions of foreign students only. (This assumes that foreign students have homogeneous expectation levels, which may be warranted to some extent if they hail predominantly from one country, \(^{10}\) but is a heroic assumption if they come from many different regions.) As a preliminary indication, this test was made on the data from the Dutch study programmes in the pilot. Foreign students did tend to give a higher overall judgement, but the difference failed to reach statistical significance (maybe because the number of foreign students in the sample was rather low, with 56).

**Conclusion: Lessons for Future Student Information Systems**

1. Design different international student information systems (SISs) for different target groups.
   - If the target group of students consists mainly of students in a ‘core’ country choosing an (undergraduate) study programme, adding some foreign study programmes to a national SIS may be the most appropriate solution.
   - When it comes to top-level second or third-cycle programmes, Europe-wide populations of excellent students may be the target group and a dedicated SIS may need to be designed.

   i) This implies finding international publication channels for the SIS.
   ii) Realise that there may be different choice models applying to ‘national’ vs. ‘foreign’ study choice.

2. Make an international SIS only with volunteering study programmes in higher education institutions from the different countries. Do not try to force whole national SISs to become linked.
   - Make clear to study programmes and higher education institutions what is attractive about an international SIS, as compared to other (international) marketing instruments (e.g. institutional rankings).

3. These two points imply that funding is an issue to be solved for each SIS solution separately. Public-private partnership, in which publishers of the SIS or derived ‘rankings’ as well as interested higher education institutions share costs (in different proportions?), seems the most equitable general model.

4. Work incrementally, with continued pilot projects, i.e. add a limited number of study programmes in a limited number of knowledge areas and a limited number of countries per year. This approach is advocated to get to grips with the complications of different knowledge areas and countries while keeping resources needed for the SIS to a manageable level.

\(^{10}\) Even within a single, small country expectation levels may differ significantly. For instance, in Dutch ranking publications it appears that students in the urban area of Holland are more critical than their colleagues in other parts of the Netherlands.
5. Minimise additional data collection. Where possible, co-operate with existing national data collection schemes, e.g. in the framework of national SISs or national accounting systems.

6. When collecting data on purpose for an international SIS, use the same methodology in all countries.

- A common core set of indicators must be defined, to determine which (non-core) data may be taken in perhaps somewhat different forms from national SISs and other data sources in contrast to which must be collected additionally (the core indicators).
- In additional data collection for core indicators, use scales to which all respondents may give similar meanings (i.e. avoid similarity to national ‘exam grade’ scales).

7. Do further research for designing methods to overcome national or cultural differences in students’ replies to questionnaires.

- Compare opinions of national vs. international students about a study programme: they may have different levels and types of expectations.
Figure 1: Correlation between CHE pilot and SK123 rankings of study programmes in the Netherlands, averaged over 8 (SK123) and 13 (CHE) indicators.
**Figure 2:** Equidistant projection of Dutch (top) on German (bottom) scales

**Figure 3:** Projection of Dutch (top) on German (bottom) scales with same 'cut-off' or fail point
Figure 4: Correlation between mean general student opinions on study programmes in the Netherlands in CHE-pilot and SK123, calculated to scale from 1 = very bad to 10 = very good.
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