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FOREWORD

This report presents the main output of the OECD-CCA Workshop on Human Factors in Chemical Accidents and Incidents, which took place on 8 – 9 May 2007, in Potsdam, Germany. It was sponsored and hosted by the Federal Ministry for the Environment of Germany (BMU) and the Government of Brandenburg. The workshop was held back-to-back with the 17th Meeting of the EU Committee of Competent Authorities (CCA) responsible for the Seveso II Directive, in the context of the German presidency of the European Union.

170 people from 25 OECD countries, six non-member countries and the European Commission participated in the workshop, coming from government/public authorities, research institutes, academia and industry. The List of Participants is presented in Annex 3.

The overall objective of the workshop was to explore human factors related to management and operation of a hazardous installation, and to share information on assessment tools for analysis and reduction of human error in the chemical industry, including small and medium size enterprises (SMEs). Human action intervenes in designing machines, operations and work environments, in managing and operating the facility at all levels: production, processing, use, handling, storage, transport, and disposal of hazardous substances.

The workshop included sessions on: (i) Types of human error, definition of related terms; (ii) Assessment of safety cultures; (iii) Appropriate human factors competence; (iv) Interfaces between safety systems and operators; and (v) Human factors in alarm management. The Workshop Agenda-Programme is presented in Annex 2.

The first part of this report consists of the Workshop Conclusions, Observations and Recommendations. This is followed by the Discussion Document prepared in advance of the Workshop; it is presented in Annex 1.

The WGCA recommended that this report be forwarded to the Joint Meeting of the Chemical Committee and Working Party on Chemicals, Pesticides and Biotechnology, for consideration as an OECD publication. The Joint Meeting agreed that it should be made available to the public.

This document is published under the responsibility of the Joint Meeting of the Chemicals Group and Management of the Special Programme on the Control of Chemicals of the OECD *.
EXECUTIVE SUMMARY

As part of the OECD’s Chemical Accidents Programme, a Workshop on Human Factors in Chemical Accidents and Incidents was held in Potsdam, Germany on 8-9 May 2007. It was sponsored and hosted by the Federal Ministry for the Environment of Germany (BMU) and the Government of Brandenburg.

The overall objective of the workshop was to explore human factors related to management and operation of a hazardous installation, and to share information on assessment tools for analysis and reduction of human error in the chemical industry, including small and medium size enterprises (SMEs). Human action intervenes in designing machines, operations and work environments, in managing and operating the facility at all levels: production, processing, use, handling, storage, transport, and disposal of hazardous substances.

The workshop consisted of five sessions addressing the following topics: (i) Types of human error, definition of related terms; (ii) Assessment of safety cultures; (iii) Appropriate human factors competence; (iv) Interfaces between safety systems and operators; and (v) Human factors in alarm management.

General conclusions

• When practices 'drift' with regard to major hazard prevention, occupational health and safety indicators may fail to indicate it. Good occupational health and safety practices do not ensure good process safety. Therefore, indicators like lost time injuries (LTI) are not suitable indicators for process safety. To monitor major hazard prevention, the use of process safety related indicators is required, for example: the loss of containment, emergency shut downs, etc. (see the OECD Guidance on Safety Performance Indicators, EHS publication, No. 11 in the series on Chemical Accidents, 2003).

• When an accident occurs, it is the whole organisation that is responsible, and its various parts may share this responsibility, e.g. drifts around barriers and practices when the production pressures increase, loss of the organisational learning ability, loss of power of the safety department, etc.

• Identification of human factors in the accident prevention measures is required. Accident investigation is the start of prevention. This can be done by expert groups looking at data and practice.

Session 1: Types of human error, definitions of related terms

The analysis of accidents and incidents shows that a complex chain of events including factors from organization, individual and technology exists for the majority of events. The key factors are mainly organizational. A huge body of terms and definitions as well as a hierarchical model could be identified in the scientific literature, Technical Standards etc. Concluding the review, terms and definitions are needed which cover individual and organizational factors and which are not too detailed according to individual behavior.

The main conclusions of this session were:

• Terms on human factors for incident investigation and documentation have to be defined within a model of taxonomy. The aim is to learn from incidents on relevant human error types and support
adequate prevention measures. OECD could be a suitable forum for providing guidance on a model of human factors.

- There are human factors taxonomy models in other industries: HFACS – Human Factors Analysis and Classification System (Aviation) and HFIT – Human Factors Investigation Tool (off-shore). These models should be considered while developing a model for the process industry; this would help understand the human factors traceability in process industries.

- The analysis of data on the contribution of human factors to accident scenarios is interesting for experts but is required as well by the management level making decisions on safety policy and available resources. Taxonomy should be described with clear and simple words in order that it be understandable for the end user.

Further research and cooperation opportunities arise from the following issues: (i) special human factor training is recommended for those analyzing incidents and applying the taxonomy; (ii) the MARS database requires further development in the field of human factors; and (iii) for the development of a model for a human factors-taxonomy the existing definitions listed in Annex II of the Discussion Document should be considered.

**Session 2: Assessment of safety cultures**

The aim of this session was to describe methodologies and instruments to assess and to improve safety culture in process industry. A review of technical standards shows that key elements used in different domains are similar like commitment, learning organization and communication, but a defined set of elements is still missing for the chemical industry. The review identified suggestions to 22 key elements, assessments on individual, group or organizational level and seven parties involved.

The multifaceted nature of the safety culture requires a range of different indicators, levels and measures, but validated measures are not yet available. Moreover a co-ordinated assessment of safety culture with validated measures and instruments is necessary. Tools should be developed with qualitative, quantitative and contextual approaches for all levels of an organization.

In the scientific community e.g. the five stage evolutionary model (see Conclusions and Recommendations figure 1: 5 stage safety culture maturity model) is well established and supports efforts for improvement of a safety culture in a number of major high-hazard industries. This 5-stage model could be a basis for assessment and development of safety cultures.

The main conclusions on safety culture and safety culture assessment were:

- The assessment of safety culture is a common practice in different industries and has improved to be an important tool to promote safety in the process industry.

- The assessment of safety culture has to go beyond the analysis of artifacts and espoused values and the assessment methods should cover all levels of culture.

- The assessment should cover the whole of the management chain and all staff and in particular focus on the middle management. Self assessment may promote learning of organizations.

- Safety culture is a collective frame for action. Culture is constituted by shared basic assumptions that influence beliefs and behaviour. Looking at safety culture should include looking at how organizations handle uncertainty.

- The assessment of safety cultures may be useful to set priorities for inspection and audit programs.
The development of guidance on the assessment of safety cultures would be useful to enterprises, auditors and inspectors.

Session 3: Appropriate human factor competence

Competence on human factors is necessary to ensure the human capabilities in complex working environments and especially in safety systems. The focus on special human factors competence fields has to be adjusted to different hierarchy levels and responsibilities. Management levels have minor impact on the actual operating of the unit. Upper hierarchies have to learn how to communicate and coach the topic into operating units. For inspectors of regulatory authorities it is necessary they have a basic knowledge in all relevant human factors training contents, but there are additional demands of general knowledge in social psychology and crises management. In contrast to inspectors safety personnel should be aware of detailed theoretical and advanced knowledge in all human factor subjects. Operating staff should have thorough knowledge of active mistakes and the human capabilities to deal with critical situations in complex working environments.

Twelve human factors training contents (general, human performance and restrictions, human resource management, ergonomics, social psychology, performance shaping factors, workplace environment, tasks, communication, human error, hazards at the workplace and risk analysis, crisis management) and six groups could be considered important (regulatory body staff: regulation, enforcement; management: operational management, strategic management; safety personnel, operators). Three knowledge levels according to the relevant groups and training contents were recommended.

The main conclusions and recommendations of this session were:

- Identifying the organizational levels (i.e. groups of staff) which require similar human factor competence, and the action-centred necessary competencies; training on human factors issues; and establishing criteria for the evaluation of training programs.
- Developing a 'toolbox' of methods, checklists (where appropriate) and guidance to assist inspectors in identifying safety critical human factors at an installation.

Session 4: Interfaces between safety systems and operators

The objective of this session was to identify the operator tasks in man-machine-systems especially in abnormal situations. Another topic was the assessment of automatic safety systems (emergency shutdown, instrumented safety system) taking human skills into consideration.

The process of design, performance and maintenance of functional safety described in IEC 61511 should integrate human factor requirements on different levels of the safety management system. The addressed ergonomic requirements do not include important issues like training and maintenance of knowledge and skills of operators, integration of contractors and management.

The main conclusions and recommendations of Session 4 were:

- In the allocation of tasks to automatic systems and operators the MABA-principle (Men are better at/Machines are better at) should be applied.
- A complete task analysis should be done for operators etc. and rules for emergency situations should be established.
- The operator’s contribution to risk reduction should be determined in accordance to IEC 61511.
Session 5: Human factors in alarm management

The objective of this session was to explain the considerations on how to take human factors into account in designing new alarm systems evaluating and improving existing ones.

One approach is not to include the plant operator in the safety functions which should prevent accidents. This frees the plant operator from stress and gives him a sense of safety.

Best practices in alarm management are captured in EEMUA 191. This document focuses on the properties of the operator’s information processing capabilities.

Every high hazard plant should have: a clear alarm management strategy; an alarm design guide; a list of KPIs (key performance indicators); a person responsible for alarm management; and an audit program.

The main conclusions and recommendations of Session 5 were:

- An alarm is a signal of a deviation from the normal situation which requires immediate action.
- Every alarm presented to the operator should be useful and relevant to the operator. Every alarm should have a defined response and adequate time should be allowed for the operator to carry out this response.
- The goal of alarm management is to reduce the number of alarms and this is a continuous improvement process. Improvement of the systems causing these alarms can lead to significant reduction of alarm rates.
- The benefits of alarm management are: deviations of the production process can be identified earlier; this allows a timely response in counteracting a trend, avoiding losses of production or quality, avoiding or reducing unplanned plant shutdowns, and significantly reducing the psychological workload which gives more time for process management and leads to improved quality and reliability.

A good alarm management will prepare for unanticipated events by detection of failure(s), rationalization of problems and causes, and implementation of countermeasures aimed at returning the process to a normal or safe situation.
CONCLUSIONS, OBSERVATIONS AND RECOMMENDATIONS

INTRODUCTION

1. An OECD-CCA Workshop on Human Factors in Chemical Accidents and Incidents took place on 8-9 May 2007, in Potsdam, Germany. It was sponsored and hosted by the Federal Ministry for the Environment of Germany (BMU) and the Government of Brandenburg. The workshop was held back-to-back with the 17th Meeting of the EU Committee of Competent Authorities (CCA) responsible for the Seveso II Directive, in the context of the German presidency of the European Union.

OBJECTIVES AND SCOPE

2. The overall objective of this workshop was to explore human factors related to management and operation of a hazardous installation, and to share information on assessment tools for analysis and reduction of human error in the chemical industry, including small and medium size enterprises (SMEs). Human action intervenes in designing machines, operations and work environments, in managing and operating the facility at all levels (production, processing, use, handling, storage, transport, and disposal of hazardous substances).

3. The scope of the Workshop addressed fixed installations/facilities where hazardous substances are produced, processed, used, handled, stored, or transported. With this in mind, transport interfaces were considered including railroad marshalling yards, road terminals, airports, loading and unloading facilities, port areas and pipelines. The scope also includes installations where hazardous substances are disposed of, with the potential for fire, toxic emission, explosion, spill, or other type of accident involving hazardous substances. Other sectors of industrial activity were considered, in particular with respect to the transfer of knowledge and experience (e.g. offshore, nuclear industry, aerospace industry), and the relationship between 'Best Practices' and safety procedures in such high risk technologies.

4. The workshop addressed the following topics: (i) Types of human error, definition of related terms; (ii) Assessment of safety cultures; (iii) Appropriate human factors competence; (iv) Interfaces between safety systems and operators; and (v) Human factors in alarm management.

CONCLUSIONS, OBSERVATIONS AND RECOMMENDATIONS

General Conclusions

• When practices 'drift' with regard to major hazard prevention, occupational health and safety indicators may fail to indicate it. Good occupational health and safety practices do not ensure good process safety. Therefore, indicators like lost time injuries (LTI) are not suitable indicators for process safety. To monitor major hazard prevention, the use of process safety related indicators is required, for example: the loss of containment, emergency shut downs, etc. (see the OECD Guidance on Safety Performance Indicators, EHS publication, No. 11 in the series on Chemical Accidents, 2003).
• When an accident occurs, it is the whole organisation that is responsible, and its various parts may share this responsibility, e.g. drifts around barriers and practices when the production pressures increase, loss of the organisational learning ability, loss of power of the safety department, etc.

• Identification of human factors in the accident prevention measures is required. Accident investigation is the start of prevention. This can be done by expert groups looking at data and practice.

• Safety is a good business; this must be understood by the senior management.

• Prevention is better than 'cure'.

**Session 1 – Types of human error, definition of related terms**

5. The term 'human factors' has different meanings depending on people. It might be useful to clarify the terminology. OECD would be a suitable forum for providing guidance on the use of terminology in respect to 'HF-Taxonomy'.

6. The human factors related terms in incident investigation and documentation have to be defined in the framework of a model of taxonomy. The aim is to learn from incidents about the different types of human error and to support adequate prevention measures.

7. Terminology should not be too detailed. HF-Taxonomy models are used in various industries: HFACS – Human Factors Analysis and Classification System (Aviation) and HFIT – Human Factors Investigation Tool (off-shore). These models should be taken into consideration when developing a model for the process industry. Process industries require system models and process perspectives to establish and better understand the human factors traceability.

8. A two-stage approach for identifying human factors is recommended: (i) a level for analysis on site; and (ii) a level at which experts will exchange the lessons learnt through incident histories.

9. Models for the taxonomy of human factors should differentiate between individual and organisational human factors. There should be a balance in the way of considering the two types of human factors. This includes: (i) individual behaviour and interaction which involve the identification of measures to help individuals avoid errors of commission or omission; and (ii) organisational issues which require effective implementation of process safety management. Corrective measures should apply to the organisational aspect and individual aspect both separately and differently, in order to ensure effectiveness, taking into account the lifecycle perspective (design, operating, maintenance).

10. Analysis of data concerning the contribution of human factors to accident scenarios is useful to experts; it is also required by the management level that makes decisions on the safety policy and available resources. Taxonomy should be understood by the end user; however oversimplification must be avoided. It should be decided which one of the qualities – general, simple or exact – is given the most importance, keeping in mind that only two out of three of these characteristics can be achieved simultaneously.

11. Special human factor training is recommended for those who analyse incidents and apply taxonomy. In this regard, procedures should be properly described, accurate, complete and consistent with respect to approach and format.
12. The joint EC-OECD Major Accident Reporting System would necessitate further development to take into account the issue of 'human factors'. Further work on the MARS data base is recommended.

**Session 2 – Assessment of safety cultures**

13. The concept of 'safety culture' is relatively new. It is being implemented in a number of high hazard industries. 'Safety culture' means: understand how risks originate, know that controlling risks is possible and a priority, behave based on these assumptions, and be open to learning and improvement.

14. Assessment of safety culture is a commonly used practice in industry which has proved to be an important tool to promote safety in the process industry. The development of guidance and dissemination of information to companies are necessary to enable them to assess their own safety culture, and develop and improve its quality.

15. Self assessment may promote learning in organisations.

16. Safety culture is a collective frame for action. Assessment techniques need to be tailored to particular organisations and groups. These techniques should cover the whole management chain and all staff, with a focus on the middle management.

17. Various dimensions/elements/groups have to be considered in the evaluation of safety culture.

18. The assessment of safety culture must go beyond the individual mindset and should address group level phenomena.

19. The assessment of safety culture has to go beyond the analysis of artefacts and espoused values. Culture consists of shared basic assumptions that influence beliefs and behaviour.

20. Diagnosing these deeper layers of safety culture necessitates that the approach used be flexible and analytical. Management or leadership behaviour is a crucial target for assessing safety culture.

21. Taking into consideration 'safety culture' should involve considering how organisations handle uncertainty.

22. If a company undergoes a re-organisation or 'change', the management of safety should be a priority. Organisational changes should not be implemented faster than the development of the organisation makes it feasible. The assessment of safety culture should be made at the same time as organisations are undergoing change. Change should be managed as regards its embeddings in, and effects on, the organisational culture, which could lead to an enhanced understanding and conceptualisation of safety culture.

23. Tools should be developed for all the levels of an organisation through qualitative, quantitative and contextual approaches.

24. As a first approach to the assessment of safety cultures, a brief questionnaire can be used.

25. The five-stage evolutionary model is well known and supports efforts for the improvement of safety culture in a number of major high-hazard industries. This model could be a basis for the development and assessment of safety cultures. It is linked to standard safety management through the elements of Safety Management Systems. The intention is to develop a local culture (at all levels) by using small incremental steps, rather than developing a major cultural "Great Leap Forward" programme.
26. Companies which have already achieved a good safety performance should not be complacent. They should continue to debate about their safety culture and take into account the beliefs and motivations of their employees, informal norms, social and group dynamics, cognitive aspects like learning processes and individual risk competence.

27. Some of the organisational criteria can be measured in the same way as technical criteria.

28. There may be shut down criteria in an organisation.

29. The assessment of safety cultures may be useful to set priorities in the inspection and audit programmes. In this regard, guidance on the assessment of safety cultures would be useful to enterprises, auditors and inspectors.

Session 3 – Appropriate human factors competence

30. National Authorities and Industry should define the 'human factor' competence requirements for their staff. The matrix hereafter could serve as a basis.

Table 1: Appropriate Human Factors Competence

<table>
<thead>
<tr>
<th>Training Content</th>
<th>Regulatory body staff</th>
<th>Management</th>
<th>Employees</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regulation</td>
<td>Enforcement</td>
<td>Operational management</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human performance and restrictions</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Human resource management</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Ergonomics</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Social psychology</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Performance shaping factors</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Workplace Environment</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Tasks</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Communication</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Human error</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Hazards at the workplace &amp; RA</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Crisis Management</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

**Knowledge level**

- **Level 1**  Familiarisation with the principal elements of the subject.
- **Level 2**  General knowledge of the theoretical and practical aspects of the subject – Ability to apply that knowledge.
- **Level 3**  Detailed knowledge of the theoretical and practical aspects of the subject – Capacity to combine and apply the different elements of knowledge in a logical and comprehensible manner.

31. If it is necessary to consider the life cycle of industrial plants, additional columns may be necessary, for example: design, engineering, construction, maintenance, and vendor personnel.

32. Needs, levels and methods of training should be defined for each cell.

33. During inspections, inspectors with competence in occupational and organisational psychology should consider the relevance of human factors.

34. It may be valuable to develop a 'toolbox' of methods, check-lists (where appropriate) and guidance to assist inspectors in identifying safety critical human factors at an installation. The existing guidance for inspections should be expanded to include the 'human factors' element.
35. It is recommended:
   
   • Identifying the organisational levels (i.e. groups of staff) that require similar human factor competence;
   • Identifying the action-centred necessary competencies;
   • Training on human factors issues (e.g. instructors); and
   • Establishing criteria for the evaluation of training programs.

**Session 4 – Interfaces between safety systems and operators**

36. An overall process model should be used to improve the operator-machine-interfaces. Such a model representing the operator-machine-interaction would be useful for: machine design, accident investigation, training of operators and safety assessment.

37. The problems and goals relevant for the process should be identified; examples of issues to be considered are: design problems, incident management including recovering from incidents, etc.

38. A concept of "Human Machine System" should be developed, taking account of issues like time dependent human performance, dynamic context and socio-technical context, etc. Any model can be simplified; care should be taken not to lose relevant aspects.

39. Prospective and retrospective analyses using different methods such as root cause analysis, task analysis, ethnographic studies, and event-consequence analysis, should be used to understand the systems and interfaces. It is necessary that both types of analyses rely on common integrated models and data of operator-machine-interaction.

40. These methods and techniques should be used in an integrated approach which takes into account the special problems such as design, training, safety assessment and accident investigation.

41. To improve the training, design and safety assessment, it is essential to select appropriate models and taxonomies of Human Machine Interfaces. The operational experience, organisational factors, and cognitive aspects of human behaviour should be included in a model of Human Machine Interfaces.

42. The measurement of safety levels like analysis of safety cultures through questionnaires and interviews should serve as a basis to determine how improvement measures will be implemented.

43. The overall process should take into account the behaviour, tasks and number of people under stress situations. This involves an ad hoc training aiming at improving the ability to control behaviour in stress situations. It is to note that human reliability data obtained under normal situations are not suitable for the modelling of the operator-machine-interface in stress situations.

44. When addressing the system-operator-interfaces, the new generation of international standards, in particular the IEC 61511 (International Electrotechnical Commission), and the national standards, such as ISA S84 (the Instrumentation, Systems and Automation Society), VDI 2180 (Verein Deutsche Ingenieure/Association of German Engineers) should be considered.

45. The IEC 61511 standard requires a risk assessment of the processes or plants before using safety instrumented systems. It has to be made sure that all relevant risks are analysed, the safety functions are defined, and that the reliability of all safety systems and safety functions gives an acceptable overall risk of the plant or process. Acceptance criteria in regulations have to be taken into account in that context.
46. There are several levels of safety systems used for protection or mitigation, and the operator may or may not be a part of the safety function.

![Diagram of safety functions]

**Figure 2:** Operator as a part of Safety Functions according to IEC 61511 within the layers of protection concept

47. The risk analysis and the fact that the operators are a part of the safety function should include:

i. The analysis and safety requirements are applied to the whole safety installation: from the sensor over the processor to the actor. Information models should be used in order to explain the relevance of the human properties as sensor, processor and actuator for the man-machine-interface.

ii. The determination of hazards and hazardous situations in a risk analysis: IEC 61508-1 requires that the human factors in the risk analysis be taken into consideration. This encompasses the human activities or failures which activate safety functions, the human error occurring while reacting to alarms, the human error during testing or maintenance of systems which may reduce the efficiency of the protection, etc.

iii. The demonstration of a remaining risk, based on the calculation of failure probability according to the Safety Integrity Level (SIL) classification system as applied to technical systems. It should be carefully determined how operator reliability is included in the related reliability calculations of the safety instrumented function and which reliability may be the maximal acceptable level for human action needed for these safety functions.
48. To decide whether automatic safety instrumented systems should be used or the operator shall be a part of the safety function, an analysis based on the MABA-principle – Men are better at/Machines are better at – may help to make reasonable decisions. If the operator is a part of the safety function, it should be ensured that all these systems fit with human skills.

**Table 2: The MABA-principle**

<table>
<thead>
<tr>
<th>Men are better at</th>
<th>Machines are better at</th>
</tr>
</thead>
<tbody>
<tr>
<td>detecting small amounts of signals</td>
<td>Responding quickly to control signals</td>
</tr>
<tr>
<td>Perceiving and recognizing patterns</td>
<td>Applying big force</td>
</tr>
<tr>
<td>Improvising, being flexible</td>
<td>Storing information briefly</td>
</tr>
<tr>
<td>Storing information for long periods</td>
<td>Reasoning deductively</td>
</tr>
<tr>
<td>Reasoning inductively</td>
<td>Exact repetition of actions</td>
</tr>
<tr>
<td>Exercising judgement</td>
<td></td>
</tr>
<tr>
<td>Changing strategies</td>
<td></td>
</tr>
</tbody>
</table>

49. Problems that individuals have to cope with in an emergency situation have to be carefully considered; those are for example:

- Reduction of self reflection;
- Reduction of a systematic procedure;
- Loss of self control;
- Increase of rules offences (violations); and
- Increase of risky behaviour.

50. Elements of the process which ensures that the overall risk is reduced to an acceptable level with respect to human, factors should include:

- A systematic task analysis;
- An analysis according to the MABA-principle;
- Task allocation according to the MABA-principle;
- Consideration of the special human related safety implications; and
- Consideration of the conditions for reliable performance especially human performance.

51. The IEC-standards requires that procedures for activities of operators be clearly defined as part of the safety functions with appropriate training.

**Session 5 – Human factors in alarm management**

52. In process industry, there are there often a lot of alarms. New 'intelligent' field devices are able to provide more and more information and often lead to an excess of alarms. Alarm investigations have shown that relatively a small number of alarms lead to the vast majority of the alarm signals.
53. Studies in the chemical process industry indicate that about 40% of event causes are attributed to human factors and about 40% to equipment failure. However recent data indicate that human error is the main contributor among the factors which have an economic impact. A company estimated that human error causes more than 90% of the economic loss caused by accidents. This shows that the attention given to the role played by human factors makes economic sense.

54. The poor quality of an alarm system results in less vigilance and trust as well as a lowered awareness of the situation, an overload of the operator’s short-term memory, and alarms which cause distraction and nuisance.

55. The goal of alarm management is to reduce the number of alarms and alarm signals; this is a continuous improvement process.

56. Every high hazard plant should have: a clear alarm management strategy; an alarm design guide; a list of alarm key performance indicators (KPIs); a person responsible for alarm management; and an audit programme.

57. New alarm systems should be designed based on the operator needs. The task of the operators needs to be analysed especially in abnormal situations. It has to be ensured that sufficient resources even in abnormal situations are available to achieve these tasks.

58. The quality of an alarm system should be continuously monitored, analysed and improved. Key elements include:
   - an emphasis on management commitment;
   - a recognition of the value of consistent and appropriate design;
   - consistent alarm priorities; and
   - clear operator responses to alarms.

59. The analysis of alarm systems has shown that a minority of alarms are responsible for the vast majority of alarm signals. Improvement of the systems causing these alarm signals, leads to a significant reduction of alarm rates.

60. An alarm ‘signals’ a deviation from the normal situation which requires immediate action. Other signals are messages and not alarms. Care needs to be taken that the attempt to reduce alarms and move towards messages/alerts does not leave the operator overloaded. Priorities are very important and the operator needs to be alerted to alarms requiring immediate action. The purpose of an alarm system is to direct the operator’s attention towards plant conditions requiring timely assessment and/or action. Each alarm should alert, inform and guide. Every alarm presented to the operator should be useful and relevant. Every alarm should have a defined response and adequate time should be allowed for the operator to carry out this response.

61. Human knowledge is not exhaustive. The alarm management has to be related to the knowledge of the workforce. Other priorities such as cost cutting can limit human knowledge; this can lead to surprising failures due to ageing plant or workforce.

62. Key performance indicators for alarm management have been developed together with benchmarking values. Alarm rates must be measured. Standing alarms and shelved alarms are key performance indicators to which too little attention is paid. Their level could say something about the safety culture and tolerance of inaction. The usefulness of alarms for operators should be assessed.
Table 3: Key Performance Indicators for Alarm Management according to EEMUA 191

<table>
<thead>
<tr>
<th>Usability metric</th>
<th>Benchmark value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average alarm rate in steady operation</td>
<td>less than 1 per 10 minutes</td>
</tr>
<tr>
<td>Alarms in 10 minutes after plant upset</td>
<td>under 10</td>
</tr>
<tr>
<td>Average number of standing alarms</td>
<td>under 10</td>
</tr>
<tr>
<td>Average number of shelved alarms</td>
<td>under 30</td>
</tr>
<tr>
<td>Usefulness questionnaire</td>
<td>nuisance score of 2.0 or less</td>
</tr>
</tbody>
</table>

63. A good alarm management will prepare for unanticipated events by: detection of failure(s); rationalization of problems and causes; and the implementation of measures to return the process to a normal or safe situation.

64. A poor alarm management can cause confusion. It can degrade the capability to avoid repetition of known events, "chip" away at the robustness of being able to deal with the unknown, and preoccupy the staff because of alarm overload.

65. Best practices in alarm management are captured in EEMUA 191 (new version available in 2007).

66. The benefits of alarm management are that:
   - deviations of the production process can be identified earlier; this allows a timely response in counteracting a trend, avoiding losses of production or quality, avoiding or reducing unplanned plant shutdowns; and
   - a significant reduction of the psychological workload which gives more time for process management and leads to improved quality and reliability.

67. Middle management may need support from the top level management in effective alarm management. The financial benefits of alarm management may have to be demonstrated to senior management.

68. Alarm management systems are necessary but not sufficient. A holistic approach is required. Success is a combination of work processes, technology and people. Preventative measures for the future may have to be extended beyond alarm management alone and include metrics and procedures.
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1. INTRODUCTION AND OVERVIEW

1.1 General purpose of the workshop

This OECD-CCA workshop is sponsored and hosted by the Federal Ministry for the Environment of Germany and the Government of the Federal State Brandenburg.

Human performance remains a critical element in risk prevention. Analyses of accident data show that human factors play a causal or contributing role in 50-80% of significant accidents (Working Group on Chemical Accidents /1/ according to Gross and Ayres, 1998). The 600K report (dated 2000) of the US Chemical Safety and Hazard Investigation Board showed that among cases for which the cause was known, 49% resulted from mechanical factors and 39% from human factors. Among cases involving mechanical factors, an overwhelming 97% were attributed to general equipment error; 63% of human factors cases were attributed to human errors. A German review on the causes of major accidents reported to the ZEMA database attributed only 25% to human failure /2/. Despite of the different amount of “human contribution” to accidents, it is widely recognised that human failure in industrial operations is a major source of risk.

In 1997, an OECD Workshop on Human Performance in Chemical Process Safety: “Operating Safety in the context of Chemical Accident Prevention, Preparedness and Response” already took place in Germany1. The purpose of this workshop was to discuss the role of human performance in chemical processes and consider ways to minimise the number of abnormal events.

From the OECD Workshop on Lessons Learned from Chemical Accidents and Incidents (2004) recommendations for a Workshop on Human Errors were drawn2.

The 2007 OECD/CCA-Workshop will explore all the aspects of the relationship ‘human factors – chemical accident prevention’ with focus on crucial and new human factors issues. The overall objective of the workshop is to explore human factors related to management and operation of a hazardous installation, and to share information on assessment tools for identification of the potential for, analysis and reduction of human errors in the chemical industry, including the small and medium size enterprises. Human action is involved in designing machines, operations and work environments, in managing and operating the facility at all levels (production, processing, use, handling, storage, transport, and disposal of hazardous substances). The objectives are to present the approaches dealing with these issues and to develop recommendations for best practices. If best practices cannot be defined, further research and co-operation needs will be identified.

1.2 Overview of workshop objectives

The scope of the Workshop includes any fixed installation/facility where hazardous substances are produced, processed, used, handled, stored, transported (i.e. transport interfaces including railroad marshalling yards, road terminals, airports, loading and unloading facilities, port areas and pipelines) or

---

1 http://www.olis.oecd.org/olis/1999doc.nsf/LinkTo/env-jm-mono(99)12
disposed of, with the potential for fire, toxic emission, explosion, spill, or other type of accident involving hazardous substances. Other sectors of industrial activity will be considered, in particular with respect to transfer of knowledge and experience (e.g. offshore, nuclear industry, aerospace industry), and the relationship between 'Best Practices’ and the safety procedures in such high risk technologies.

A more detailed description of the workshop objectives is as follows:

- Acceptance of definitions to be added to Annex I (Explanation of Terms Used) of the OECD Guiding Principles for Chemical Accident Prevention, Preparedness and Response. These harmonised definitions could be used by industry and the authorities in incident investigation, documentation and lessons learnt communication.
- Make recommendations on the best ways to assess safety cultures, because the quality of the safety culture of an organisation strongly determines the effectiveness of its safety management system.
- Make recommendations on appropriate human factors competence taking into account the types of responsibilities involved and the different management and staff levels in organisations (industries, authorities, expert organisations/consultants).
- Make recommendation on the allocation of function at interfaces between safety systems and operators taken.
- Make recommendation on alarm management, i.e. the adequate support of the operator in handling alarms including dealing with alarm flooding, suppression and prioritising of alarms etc.

The primary focus over the two workshop days will be to understand and to discuss human factors issues under the above mentioned scope.

1.3 Thematic structure of the workshop

The Workshop is organized according to the following five thematic sessions.

Session 1: Types of Human Error, Definition of Related Terms
Session 2: Assessment of Safety Cultures
Session 3: Appropriate Human Factors competence
Session 4: Interfaces between Safety and Operators
Session 5: Human factors in Alarm Management

Speakers have been selected to “set the scene” by describing the current frameworks, methodologies and interventions. These presentations are expected to highlight emerging issues related to the thematic sessions with the aim of focusing discussions and stimulating constructive dialogue among participants.

In each session, the speakers’ presentations will be followed by a general discussion where conclusions and recommendations will be drawn.

The workshop organizers are appreciative of the considerable contributions of government and industrial sector experts from Europe, North America, Oceania and Asia involved with chemical accident programs in their respective countries.

1.4 Introduction to the discussion document

This discussion document (DD) is based on information extracted from laws, regulations and directives from OECD member countries and regions on the analysis of major databases on chemical accidents as well as on a literature research on the relevant topics.

The discussion document is charged with achieving the following objectives:

- Describe the themes of the sessions
- Identify some of the key issues for consideration
2. THEMATIC SESSION 1: TYPES OF HUMAN ERROR, DEFINITION OF RELATED TERMS

Key objectives to be covered in the session

1. Make recommendations about the terminology and definitions to distinguish the different human factors aspects when analysing and documenting incidents;
2. Define related terms like human error\(^4\), human failure, human (un)reliability, human behaviour, human performance, human contribution, human factors etc. to be include and/or revise in the OECD Guiding Principles;
3. Define relevant terms used in the recommendations of the Workshop.
4. Address the different types of human error which can occur at the various stages of management and operation of a hazardous installation (e.g. design, construction, start-up, processing; handling, storage, shut-down, etc.), and link them to causes;
5. Explain how existing tools to investigate the human contribution to accidents and near-misses are used, and how they should be improved;
6. Make recommendations on the improvement of investigation techniques and incidents databases to provide useful and detailed information about different types of human errors and the barriers that were breached in the incident or the safety management system responsible for those barriers.

2.1 Introduction

The workshop on lessons learned from chemical accidents recommended further efforts to harmonise terminology across industrial sectors and countries, so that information including accident data, data evaluation techniques, investigation methodologies and communication of lessons learned can be easily shared. Such a recommendation also applies to harmonisation of terminology related to human error.

Recommendations concerning definitions and terminology used to identify the different types of human error when analysing and documenting chemical accidents and incidents, and communicating lessons learnt will be presented in the following.

For the preparation of this section of the discussion document the following sources were analysed:

- Technical standards
- Selected analysis reports of accident and incidents
- Scientific literature from the field of psychology, human factors, organization studies

\(^4\) The translation of the term "human error" in other languages may lead to misinterpretation. Human error is not just to be considered as a mistake, but also includes errors of judgement and perception, errors due to lack of physical capability or mental capacity, errors brought about due to lack of understanding, or due to confusing or conflicting requirements from the system concerned. It is not restricted to operators but may be experienced by all levels within a concern or institution in which interactions occur. Human error can occur in management, design, maintenance, inspection, licensing, governance and operational capacities. The term "human factors" includes additional aspects of human involvement, in particular human behaviour and ability to promote safety (human factors can be positive or negative while human errors are always negative)
2.2 Technical standards

Definitions could be identified in documents of the HSE, OECD, VDI, IEC, ISO and Namur. The definitions are either relevant for incident investigation and documentation or for sessions of this workshop.

2.2.1 Terms relevant for incident investigation and documentation

Error

Mismatch between the user's goal and the response of the system. Errors can include navigation errors, syntax errors, conceptual errors, etc" (ISO/TC 159/SC 1/WG 1 N 88, 2006 /99/).

Human error

“In this regard, it should be recognised that humans will, on occasion, fail and the majority of accidents are in some part attributable to human error, meaning human actions or inactions which unintentionally exploit weaknesses in equipment, procedures, systems and/or organisations” (HSE /3/, p.2 in HSG48 /4/)

“Human errors are not limited to operator errors but may occur at different points in the hierarchy of the enterprise including, for example, at the level of those responsible for maintenance, management of change or permit to work systems, or at the level supervisors and management. Examples of human failures, in addition to operator errors, can involve: problems with transmission of knowledge, especially when experienced specialists retire; the complexity of the system, including process design and engineering; the ageing of plants and related repairs, without adequate maintenance and inspection; and the need to cope with changes in organization or technology, including automation.” (OECD Guiding Principles for Chemical Accidents Prevention, Preparedness and Response /5/, p.135).

“Human error / working error / erroneous action / error, i.e. all human actions which exceed defined acceptance limits” (VDI 4006.1, 12.85: Human reliability /6/)

“Human error / mistake: Commission or omission which results in unintended consequence” (IEC 61511, DE /7/)

Human failure and human error

“A human error is an action or decision which was not intended, which involved a deviation from an accepted standard and which led to an undesirable outcome’. Human failure refers to errors AND violations (i.e. non-compliance with rules or procedures).” (HSE, 2005,/94/ p. 83 according to HSG48)

Human factors

“Human factors refer to environmental, organisational and job factors, and human and individual characteristics, which influences behaviour at work in a way which can effect health and safety” (HSE /3/, p.2 in HSG48 /4/).

“The term “human factors” is often used in a negative context (equating it to human error). However, humans are often the only means for effectively responding to abnormal situations since they have the capability to reason, and then to override automatic reactions of machines. Humans have the capacity to forecast action, integrate complex and fuzzy information, and understand how to address unusual situations
based on experience and training.” (OECD, Guiding Principles for Chemical Accidents Prevention, Preparedness and Response /5/, p.55)

“Human factors involve designing machines, operations and work environments so that they match human capabilities, limitations and needs (and, therefore, is broader than concerns related to the man-machine interface). It is based on the study of people in the work environment (operators, managers, maintenance staff; and others) and of factors that generally influence humans in their relationship with the technical installation (including the individual, the organisation and the technology)” (OECD, Guiding Principles for Chemical Accidents Prevention, Preparedness and Response, /5/, p.179).

**Human failure**

“refers to errors made by those at the sharp end of incident causation that have directly triggered the incident” /41/, p. 9. According to the HSE definition it is “important to remember that human failures are not random; there are patterns to them. […] There are three different types of human failures (unsafe acts) that may lead to major accidents:

**Intentional errors**

**Violations** differ from the above in that they are intentional (but usually well-meaning) failures, such as taking a short-cut or non-compliance with procedures e.g. deliberate deviations from the rules or procedures. They are rarely wilful (e.g. sabotage) and usually result from an intention to get the job done despite the consequences. Violations may be situational, routine, exceptional or malicious. “/3/, p. 2f.

**Unintentional errors**

**Errors (slips/lapses)** are “actions that were not as planned” (unintended actions). These can occur during a familiar task e.g. omissions like forgetting to do something, which are particularly relevant to repair, maintenance, calibration or testing. These are unlikely to be eliminated by training and need to be designed out.

**Mistakes** are also errors, but errors of judgement or decision-making (“intended actions are wrong”) – where we do the wrong thing believing it to be right. These can appear in situations where behaviour is based on remembered rules or familiar procedures or unfamiliar situations where decisions are formed from first principles and lead to misdiagnoses or miscalculations. Training is the key to avoiding mistakes.

**Human performance**

“Human performance: All aspects of human action relevant to the safe operation of a hazardous installation, in all phases of the installation from conception and design, through operation, maintenance, decommissioning, and shutdown” (OECD, Guiding Principles for Chemical Accidents Prevention, Preparedness and Response /5/, p.179).

**Violation**

“A deliberate breach of rules and procedures.” (HSE Human Factors Briefing Note No. 3, Humans and Risk, /98/ p. 3).

“An error that occurs when an action is taken which contravenes known operational rules, restrictions and/or procedures. The definition of violations excludes actions taken to intentionally harm the system, i.e., sabotage.” (HSE, 2005, /94/ p. 83)
2.2.2 Terms relevant for sessions of this workshop

Alarm

“Indication requiring immediate response by the operator. The response may be, for example, manual intervention, increased watchfulness or initiation of further investigation. Note: This is a more extended notion of alarm than the VDI/VDE 3699 definition, and follows the common usage of English and the use of the term in the context of PCS.” (Namur-Worksheet NA 102 /8/, p.6).

“warning of existing or approaching danger” (ISO/TC 159/SC 1/WG 1 N 88, 2006 /99/).

“Traditionally, alarms were used to provide safety information to plant operators. This included alarms on process conditions that could result in injury to personnel and/or equipment damage, if no action was taken. When computer control systems were introduced into process plants, alarms could be easily added, and they are now used for a much wider range of uses. This includes event logging, indication of process deviations, plant status, abnormal process conditions, etc.” (HSE, 2005, /94/ p. 2)

Alarm flooding (alarm shower)

“Situation in which alarms occur faster than they can be perceived and processed by the operator.” (for “alarm shower” in Namur-Worksheet NA 102 /8/, p.6).

“Alarm flooding is a condition where alarms appear on the control panels at a rate faster than the operator can comprehend or deal with. Alarm flooding prevents the operator from determining the cause of the process upset or process emergency and therefore limits the scope for effective and quick emergency response.” (HSE, 2000 /95/)

“An alarm “flood” is when operators are presented with too many alarms within a short space of time so that they cannot identify individual alarms and take action upon them. In these circumstances operators will often miss or ignore alarms. Alarm floods often occur during process disturbances e.g. power failure when the information they supply the operator is most critical.” (HSE, 2005 /94/, p. 2).

Alarm Management

“Alarm management systems support the operator in avoiding and controlling abnormal conditions.” (Namur-Worksheet NA 102 /8/, p.6).

Alarm rate

“Number of alarms that occur per unit of time.” (Namur-Worksheet NA 102 /8/, p.6).

Behaviour

Skill-based behaviour

Behaviour mostly related to frequent tasks. Only a small degree of conscious thinking activity is required.
**Rule-based behaviour**

Behaviour mostly related to less-familiar tasks, which are based on the experience and capabilities of the person in question. The behaviour is the result of comparing the information with familiar patterns or rules on an if-then-basis.

**Knowledge-based behaviour**

Behaviour mostly related to new tasks, whereas familiar patterns and rules cannot be applied directly. Requires a high degree of conscious thinking.” (VDI 4006 Part 1 /6/, p.2).

**Critical alarm**

“safety critical alarms are distinguishable from other operational alarms.” (HSE, 2005 /94/, p. 1)

“For critical (all?) alarms, the expected operator action is documented. The state of all critical alarms is always visible. Critical alarms are tested on some plant-defined frequency.” (HSE, 1998 /96/, p. 217)

**Ergonomics**

“The area of ergonomics with the purpose of designing working conditions adapted to human beings. The discipline deals with the design and handling of machines as well as with working environments so that these match human capabilities and limitations.” (VDI 4006 Part 1 /6/, p.3).

**Human reliability**

“The capability of human beings to complete a task under given conditions within a defined period of time and within the acceptance limits” (VDI 4006 Part 1 /6/, p.3).

**Man-machine-system (MMS)**

“The combinations and the total of interactions between human beings and operational means during the work.” (VDI 4006 Part 1 /6/, p.3).

**Message**

“Indication or report of an occurrence i.e. transition from one discrete status to another (according to VDI/VDE 3699). Note: The term "message" or "notification" is used in the literature both as a generic and a particular term. In this worksheet, the term is used for those messages that do not necessitate an immediate response from the operator.”(Namur-Worksheet NA 102 /8/, p.6).

**Qualification**

“The existence of physical, mental, and personal qualifications for tasks with specific requirements, whereby it is essential to dispose of capabilities (physical as well as psychological) and skills (behaviour learned and trained) to react according to the requirements” (VDI 4006 Part 1 /6/ p.3).

**Safety culture**

“Safety Culture is a term that was first introduced after the Chernobyl disaster in 1986. The safety culture of an organisation is the product of the individual and group values, attitudes, competencies and
patterns of behaviour that determine the style and proficiency of an organisation’s health and safety programmes.” (postnote, 2001, /97/ p. 5)

“safety culture” is seen as being something that operators have and it has been found, following the investigation of major accidents, that management have not acknowledged that the development and maintenance of a safe culture lie within the bounds of their responsibility.” (HSE, 2005, /94/ p.7)

“The safety culture of an organisation is the product of individual and group values, attitudes, perceptions, competencies, and patterns of behaviour that determine the commitment to, and the style and proficiency of, an organisation’s health and safety management. Organisations with a positive safety culture are characterised by communications founded on mutual trust, by shared perceptions of the importance of safety and by confidence in the efficacy of preventive measures.” (HSE, 2005, /94/ p. 59 according to ACSNI, 1993)

Safety culture is an amalgamation of values, standards, morals and norms of acceptable behaviour. These are aimed at maintaining a self-disciplined approach to the enhancement of safety beyond legislative and regulatory requirements. Therefore, safety culture has to be inherent in the thoughts and actions of all the individuals at every level in an organization. The leadership provided by top management is crucial. Safety culture applies to conventional and personal safety as well as nuclear safety. All safety considerations are affected by common points of beliefs, attitudes, behaviour, and cultural differences, closely linked to a shared system of values and standards. (According to INSAG-4 /47/, p. 3)

Safety climate

“the workforce’s attitudes and perceptions at a given place and time. It is a snapshot of the state of safety providing an indicator of the underlying safety culture of an organisation.” (PRISM, 2003, /91/ p.6).

Safety function

“function to be implemented by an SIS, other technology safety related system or external risk, reduction facilities, which is intended to achieve or maintain a safe state for the process, with respect to a specific hazardous event

Note: This term deviates from the definition in IEC 61508-4 to reflect differences in process sector terminology.” (IEC 61511-1, 2003 /7/, p. 25)

Safety instrumented system (SIS)

“instrumented system used to implement one or more safety instrumented functions. An SIS is composed of any combination of sensor (s), logic solver (s), and final elements (s) (IEC 61511-1, 2003 /7/, p. 25f)
Task analysis

“Analytical process for determining the behaviour of persons within a man-machine system. The goal of the task analysis in the framework of the HRA is to decompose action sequences into single steps (action elements) which then in turn are accessible for a qualitative and quantitative assessment and representation according to the chosen modelling approach” (VDI 4006 Part 2 /9/ p. 5).

“analytical process employed to determine the specific behaviours required of people when operating equipment or doing work (ISO 9241-5:1998). Note: The task analysis is not a risk assessment of the workplace according to legal requirements” (ISO/TC 159/SC 1/WG 1 N 88, 2006).

Training

“Organized education which is designed to increase and maintain the physical and psychological performance capabilities of human beings” (VDI 4006 Part 1 /6/ p.4).

Work load

“The entirety of all external conditions and requirements in the working system, which could influence a person physically and/or psychologically (VDI 4006, Part 1 /6/ , p.4).

Work stress/external load

“sum of those external conditions and demands in the work system which act to disturb a person's physiological and/or psychological state” (ISO/TC 159/SC 1/WG 1 N 88, 2006).

2.3 Analysis of accidents and incidents

In the reports no definitions of human errors were identified, but the following classifications.

In the MARS\(^5\) database which is used by both EU and OECD member countries to report industrial accidents in the MARS standard format and to exchange accidents information 603 events are reported, about 40% classified are as “Cause Human”. The single descriptions do not result in a useful classification, because their variation is too broad and results in about 70 different causes (see table 6 in the annex for the descriptions).

---

\(^5\) Major Accident Hazards Bureau (MAHB), [http://mahbsrv.jrc.it/](http://mahbsrv.jrc.it/)
A comparable picture shows the German database ZEMA: 502 events are reported, 124 with “cause is human error”. Descriptions are similar to those in the MARS database.

The Chemical Safety and Hazard Investigation Board (CSB) of the United States of America is an independent federal agency charged with investigating industrial chemical accidents. The CSB conducts root cause investigations of chemical accidents at fixed industrial facilities. CSB-reports are available in the internet, but without selection functions according to causes. Three reports on events with a human contribution are summarized in the annex as an example.

The U.S. Nuclear Regulatory Commission (NRC) collects data from its own inspection reports and from Licensee Event Reports (LERs), which are submitted by the operators of the nuclear power plants and other nuclear facilities. NRC uses this information to assess training procedures, organizational processes, human-system interface, communication, and inspections. Using defined criteria, NRC sorts the descriptions of human performance issues into the following eight categories and codes them:

1. Training
2. Procedures and Reference Documents
3. Fitness for Duty
4. Oversight
5. Problem Identification & Resolution
6. Communication
7. Human-System Interface and Environment
8. Work Planning and Practices

Each category is further divided into areas, and each area contains a series of details that describe the human performance issue (updated January 2006) See the table 7 in the annex for a listing of the possible codes.

The HSE suggest a classification scheme for human failures in which a differentiation between action errors, checking errors, information retrieval errors, information communication errors, selection, planning errors, and violations is made HSE, 2004 /93/, p.5f):

**Action Errors**

A1 Operation too long / short
A2 Operation mistimed
A3 Operation in wrong direction
A4 Operation too little / too much
A5 Operation too fast / too slow
A6 Misalign
A7 Right operation on wrong object
A8 Wrong operation on right object
A9 Operation omitted
A10 Operation incomplete
A11 Operation too early / late

---

6 Oversight as the activity that managers carry out to prevent things being over-looked.
Checking Errors
C1 Check omitted
C2 Check incomplete
C3 Right check on wrong object
C4 Wrong check on right object
C5 Check too early / late

Information Retrieval Errors
R1 Information not obtained
R2 Wrong information obtained
R3 Information retrieval incomplete
R4 Information incorrectly interpreted

Information Communication Errors
I1 Information not communicated
I2 Wrong information communicated
I3 Information communication incomplete
I4 Information communication unclear

Selection Errors
S1 Selection omitted
S2 Wrong selection made

Planning Errors
P1 Plan omitted
P2 Plan incorrect

Violations
V1 Deliberate actions

The Health & Safety Laboratory (HSL) of the United Kingdom published a report on the causes of major incidents (HSL /10/). One of the main findings points to the importance of organizational factors: “The literature on the control of human factors in the major hazard industry points to a focus on organizational factors (via safety culture) more than individual behaviours.”(HSL /10/, p. iv) or “The numerous case studies and analyses of incident reports show that human error influenced by human and organisational factors are implicated as a cause of incidents in the major hazard sector. It is recognised that controls on human and organisational factors are even more important than technology because significant improvements have been made to ensure increasingly inherent safety of machinery, technology and equipment (e.g. Lee /11/).” (HSL /10/, p. 4).

In the report it was highlighted that a complex chain of events including factor from organisation, individual and technology existed for the majority of accidents. This combination of events resulted in the incident. Key factors that contributed to the accidents were:

- Poor management practices, e.g. inadequate supervision
- Pressure to meet production targets
Inadequate safety management system
Failure to learn lessons from previous incidents
Communication issues e.g. between shifts, between personnel and management etc.
Inadequate reporting systems
Complacency
Violation/non-compliance behaviour
Inadequate training e.g. emergency response, fire and safety
Lack of competency
Excessive working hours resulting in mental fatigue
Inadequate procedures
Modification/updates to equipment without operator knowledge and/or revised risk assessments
Inadequate / insufficient maintenance
Maintenance errors

Similar factors were identified ten years before in a HSE-report on the contribution of attitudinal and management factors to risk in the chemical industry (HSE CRR 81/12): Although there was little detail in the accident reports on underlying causes, as the reports were focussed on the immediate causes, some main human factors issues could be identified as contributing:

- Maintenance errors
- Inadequate procedures
- Inadequate job planning
- Inadequate risk assessment
- Inadequate training of staff
- Unsafe working condoned by supervisors/managers
- Inadequate control and monitoring of staff by managers
- Inadequate monitoring of contractors working on site

A review on documented methods/instrument for event analysis showed the following picture /13/: The majority of the evaluated methods (Change Analysis, ASSET – Assessment of Safety Significant Events Teams, CREAM – Cognitive Reliability and Error Analysis Method, HPES – Human Performance Enhancement System, MORT – Management Oversight and Risk Tree, SOL – Safety through Organizational Learning, STEP – Sequentially Timed Event Plotting, TOR – Technique of Operations and Review) cover intermediate causes as well as underlying mechanism. Although there are some differences according to the causal categories, the above mentioned main human factors issues are taken into account in the methods, except in Change Analysis and STEP, which have no categories or classification scheme for causes.

2.4 Scientific literature from the field of psychology, human factors, organization studies

In the literature there are various definitions of human errors as the following examples show:

“The fundamental semantic problem is that the term “human error” has at least three different denotations, so that it can mean either the cause of something, the event itself (the action), or the outcome of the action.” /14/, p.1:

- “Human error” as cause: “The oil spill was caused by human error”. Here the focus is on the action (the “human error”) as the alleged cause of the observed outcome (the oil spill).
“Human error” as event or action: “I forgot to check the water level.” Here the focus is on the action or process itself, whereas the outcome or the consequence is not considered. […]

“Human error” as consequence: “I made the error of putting salt in the coffee.” Here the focus is on the outcome, although the linguistic description is of the action. […] A more serious example is the use of the term “latent human error.” This implies, wrongly, that one or more “human errors” are hidden somewhere in the system in the system and that they have yet to manifest themselves. The intended meaning is rather that the system hides one or more latent consequences of a “human error” that already have occurred, /14/, p.1. In industry usually, only errors having non acceptable consequences (i.e. outside the field of safety operations, as defined by procedures, instructions and safety analyses) are labelled ‘errors’ On the other hand, psychologists define error as an erroneous act, whatever its consequences, or the level at which it is detected and recovered. /15/, S. 112.

“Rasmussen, Duncan, and Leplat (1987) defined human errors as an act that is counterproductive with respect to the person’s (private or subjective) intentions or goals. A group of experts at the OECD defined human error as behaviour, or its effects, which lead a system to exceed acceptable limits (Nicolet, 1987). For Mashour (1974), error is the deviation of actual performance from the desired performance of criterion. Kruglanski and Ajzen (1983) described error as the type of experience a person might have following an encountered inconsistency between a given hypothesis, conclusion, or inference, and a firmly held belief.” /16/, p. 420.

“Human error is a feature of human activity: it describes that type of activity that causes the controlled system to diverge further than the tolerated field of variation […]. Human error is an ambiguous expression that must not lead to a uni-causal conception of error but encourage the search for the multiple determining factors in its production. The goal of the analysis of human error will be to discover these determining factors.” /17/, p.126.

“How are faults and errors defined? Basically they are defined as causes of unfulfilled purposes […] human errors can be compared with intermittent faults in an electronic system. For such faults, you will often stick to the deterministic explanation and look for external causes such as noise interference.” /18/, p.98

“If a system performs less satisfactorily than it normally does - because of a human act - the cause will very likely be identified as a human error.” /19/, p.827

“We define an error as the integrated accidental causation of an accident, injury, or death, whether or not there are multiple contributions, systems, error types, or persons involved.” /20/, p. 279.

“There are three elements to an action- theory- based definition of an error: (a) errors only appear in goal- oriented action; (b) an error implies non-attainment of a goal; (c) an error should have been potentially avoidable (cf. Frese & Peters, 1988; Norman, 1984; Rasmussen, 1987c, Reason, 1987b, 1990).” /21/, p.313.

“Defining error as a ‘failure of planned actions to achieve their desired goal’ […] /22/, p. 4 according to /23/.

“Errors represent the mental or physical activities of individuals that fail to achieve their intended outcome.” /24/, p. 1.

“…error can be defined as action or inaction leading to deviation from team or organisational interventions.” /25/, p. 781.
Any action (or inaction) that potentially or actually results in negative system effects given the situation that other possibilities were available. This includes any deviation from operating procedures, good working practice or intentions. There are several benefits of this definition. First, the definition of human error is neutral with regard to any question of blame. Second, an error does not need to involve any system consequences. This is in concordance with the principle that an error should be judged on the basis of the underlying processes and not the product. Third, an action or inaction can only be labelled as an error if another alternative was available. Finally, the definition accepts several different criteria or standards to which the performance can be compared, namely the standards operating procedures, good working practice or simply the actor’s intentions.” /26/, p. 22

“Human error is considered here as any action or failure to act by a human being in the process of his activity, which violates understood standards or acceptable boundaries of behaviour (Kotik and Yemelyanov, 1985; Miller and Swain, 1986) The notion of error is not necessarily associated with guilt, the consequences of the error or the presence or absence of intention.” /27/, p. 2437.

“[…] errors as phenomena which are closely related to the correct execution of the respective action, i.e., the two are regarded as two sides of the same coin (e.g., Reason, 1979; Fromkin, 1980; Wehner & Stadler, in press). As a consequence, and in contrast to other disciplines such as engineering, psychological error research deals with both, the description and causal analysis of errors, with their phenotype and genotype (cf. Becker et al., 1994).” /28/, p. 5.

“[…] any human action that exceeds some limit of acceptability (i.e. an out-of-tolerance action) where the limits of human performance are defined by the system.” /29/

“Errors are connected with goals and purposes. An individual is always aiming toward some objective and has not yet got there. As soon as he achieves one objective he turns his attention to another one thereby deliberately perpetuating or recreating a state of error […] error can be defined as a transgression of a rule.” /30/, p. 727.

“Errors are, basically, defined as being human acts which are judged by somebody to deviate from some kind of reference act. This reference, however, is not stable but depends on the circumstances of the judgement. […] In consequence, the perception of an act as being an error depends on the identity of the judge and the point in time of judgement. That is the concept of ‘human error’ is subjective and varies with time. In addition the definition of error appears to be changing with the nature of the work environment in question” /31/.

“...departure from acceptable or desirable practice on the part of an individual that can result in unacceptable or undesirable results” /32/, p. 538; /33/, p. 432.

“[…] human errors as instances of man-machine misfits, i.e., instances when human variability is not within the span acceptable for successful task performance. Variations in performance become human errors only in an ‘unkind’ environment which does not allow immediate correction. This means that to characterize human ‘errors’, one has to determine the variability of human behaviour and then acceptance limits for variation which hold for the work situation. Generally, human errors are defined in terms of faulty, external task element and data are collected correspondingly.” /34/, p. 82).

“[…] any failure in a system may be seen as human error” /35/, p.10.

To organize these different understandings and perspectives on human error and human factors it is suggested to classify them according to task, action, consequences and organizational aspects:
1. **Task related definitions**

Omission: „failure to act at all“, „what is not done“, “failing to do the right thing” /16/, p. 419; /36/, p. 126; (AHRQ, 2007 according to Reason 1990, 2000)

Commission: „the correct function at the wrong time“, “what is done”, “doing something wrong” /16/, p. 419; /36/, p. 126; (AHRQ, 2007)

2. **Action related definitions**

Terms: slips, lapses, mistakes

“Errors as failure of planned actions to achieve their desired ends.” /37/, p. 71.

“The plan is adequate, but the action fail to go as planned.” /37/, p. 71.

“The actions may conform exactly to the plan, but the plan is inadequate to achieve its intended outcome.” /37/, p. 71.

3. **Consequence related definitions**

Violation: “deviation from safe operating practice” /22/, p. 6, “the failure to apply a good rule” /22/, p. 6 according to /38/)

Mismatch: “errors considered as occurrences of man- task mismatches” /39/, p. 53.

4. **Definitions related to organizational aspects**

Terms: latent failures, performance shaping factors (PSFs), general failure types

“Errors as described by Reason relates to the difference in the active or latent nature of error” /22/, p. 4

“Active errors occur at the point of contact between a human and some aspect of a larger system (e.g. a human-machine interface). They are generally readily apparent (e.g., pushing an incorrect button, ignoring a warning light) and almost always involve someone at the frontline. Latent errors (or latent conditions), in contrast, refer to less apparent failures of organization or design that contributed to the occurrence of errors or allowed them to cause harm” (AHRQ, 2007 according to Reason 1990, 2000).

“Unsafe acts and situations do not just occur. They are generated by mechanism acting in an organisation. …Sometimes those mechanisms result from decisions taken high in the organisation, thereby causing many unsafe acts. These mechanisms are called General Failure Types (GFTs).” 11 GFTs were identified as follows /40/, p.151:

- hardware defects
- inappropriate design
- poor maintenance management
- poor operating procedures
- error-enforcing conditions
• poor housekeeping
• incompatible goals
• communication failures
• organizational failures
• inadequate training
• inadequate defences

Reason /38/, /37/ suggested a widely accepted model on human error which he defines “as the failure of planned actions to achieve their desired ends, without the intervention of some unforeseeable event” (p. 71). In this definition are three elements: 1.) a plan or intention including the goal and how to achieve it; 2) a sequence of actions initiated by that plan and 3.) the extent to which these actions are successful in achieving that goal.

Table 1: Summary of the principal error types according to Reason /38/

<table>
<thead>
<tr>
<th>Human Failure</th>
<th>Errors</th>
<th>Violations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slips</td>
<td>Mistakes</td>
</tr>
<tr>
<td>Attention slips of</td>
<td>Lapses of memory</td>
<td>Rule-based</td>
</tr>
<tr>
<td>action</td>
<td></td>
<td>mistakes</td>
</tr>
</tbody>
</table>

As the following explanations of the different human failure types show most of the above mentioned terms and definitions can be subsumed under Reason’s model.

• **Slips**
The plan is adequate, but the actions fail to go as planned

• **Attentional slips of action**
are related to observable actions and associated with attention or perceptual failures

• **Lapses of memory**
are more internal events and generally involve failures of memory

• **Mistakes**
The actions conform to the plan, but the plan is inadequate to achieve the goal. The failure lies at a higher level, the mental processes go wrong

• **Rule-based mistake**
Misapplication of good mental rules or the application of bad mental rules

• **Knowledge-based mistakes**
occur when there are no pre-packaged solutions and problem solutions have to identified on line

• **Violations**
the failure to apply a good rule
• **Misvention**
  behaviour that involves both a deviation from appropriate safety procedures and errors leading to an unsafe outcome

• **Mispliance**
  behaviour that involves mistaken compliance with inappropriate or inaccurate operating procedures, leading to an unsafe outcome

2.5 **Conclusions**

If the different terms like human error, human failure, human factors etc should be defined it seems reasonable to order them in a hierarchic model like the one of Reason described above.

Summarizing the background for this thematic session the following additional terms and definitions are identified as important for integration in the glossary of the OECD Guiding Principles:

2.5.1 **Terms relevant for incident investigation and documentation**

1. **Error of omission**
   which are „failure to act at all“, „what is not done“ and „failing to do the right thing“ /16/, p. 421; /36/, p. 126; (AHRQ, 2007) can be subsumed under slips (of action)

2. **Error of commission**
   which are „the correct function at the wrong time“, „what is done“ and „doing something wrong“ /16/, p.421; /36/, p. 126; (AHRQ, 2007) can be subsumed under lapses (of memory)

3. **Human error**
   “In this regard, it should be recognised that humans will, on occasion, fail and the majority of accidents are in some part attributable to human error, meaning human actions or inactions which unintentionally exploit weaknesses in equipment, procedures, systems and/or organisations” (HSE /3/, p.2 in HSG48 /4/).

**Unintentional errors:**

slips/lapses are “actions that were not as planned” (unintended actions). These can occur during a familiar task e.g. omissions like forgetting to do something, which is particularly relevant to repair, maintenance, calibration or testing. These are unlikely to be eliminated by training and need to be designed out /41/.

**Mistakes** are also errors, but errors of judgement or decision-making (“intended actions are wrong”) – where we do the wrong thing believing it to be right. These can appear in situations where behaviour is based on remembered rules or familiar procedures or unfamiliar situations where decisions are formed from first principles and lead to misdiagnoses or miscalculations. Training is the key to avoiding mistakes /41/.

**Intentional errors:**

Violations differ from the above in that they are intentional (but usually well-meaning) failures, such as taking a short-cut or non-compliance with procedures e.g. deliberate deviations from the rules or procedures. They are rarely wilful (e.g. sabotage) and usually result from an intention to
get the job done despite the consequences. Violations may be situational, routine, exceptional or malicious." /3/, p. 2f

4. **Active error**
   which relates to human error: "[…] active failures are made by those at the sharp end of incident causation (e.g. control room operators, maintenance personnel, the pilot who shuts down the perfectly healthy engine in the incident description). Failures made at the sharp end generally lead to direct consequences and the one making the failure is therefore also likely to experience the consequences" /41/, p.11, according to /38/.

5. **Latent Error**
   which are mainly organizational errors: “Latent errors … are made at the blunt end by those whose activities are removed in both time and sharp end of incident causation (e.g. high level decision makers, designers, the CAA in the incident description). These latent failures create the conditions for active failures to be made” /41/, p.11, according to /38/. 

6. **Organizational culture**
   “a pattern of basic assumptions-invented, discovered, or developed by a given group as it learns to cope with its problems of external adaptation and internal integration that has worked well enough to be considered valid and therefore to be thought to new members as the correct way to perceive, think, and feel in relation to those problems” (Schein, 1985, p.9).

7. **Qualification**
   “The existence of physical, mental, and personal qualifications for tasks with specific requirements, whereby it is essential to dispose of capabilities (physical as well as psychological) and skills (behaviour learned and trained) to react according to the requirements" /6/, p.3.

8. **Safety culture**
   Safety culture is an amalgamation of values, standards, morals and norms of acceptable behaviour. These are aimed at maintaining a self-disciplined approach to the enhancement of safety beyond legislative and regulatory requirements. Therefore, safety culture has to be inherent in the thoughts and actions of all the individuals at every level in an organization. The leadership provided by top management is crucial. Safety culture applies to conventional and personal safety as well as nuclear safety. All safety considerations are affected by common points of beliefs, attitudes, behaviour, and cultural differences, closely linked to a shared system of values and standards. (According to INSAG-4 /47/, p. 3)

9. **Safety climate**
   “the workforce’s attitudes and perceptions at a given place and time. It is a snapshot of the state of safety providing an indicator of the underlying safety culture of an organisation.” (PRISM, 2003, /91/, p.6)

10. **Training**
    “Organized education which is designed to increase and maintain the physical and psychological performance capabilities of human beings” /6/, p.4.

11. **Work load**
    “The entirety of all external conditions and requirements in the working system, which could influence a person physically and/or psychologically.” /6/, p.4.
12. **Work stress**
“sum of those external conditions and demands in the work system which act to disturb a person’s physiological and/or psychological state” (ISO/TC 159/SC 1/WG 1 N 88, 2006).

2.5.2 **Terms relevant for sessions of this workshop**

13. **Alarm**
“Indication requiring immediate response by the operator” for reasons of safety. “The response may be, for example, manual intervention, increased watchfulness or initiation of further investigation.” (according to Namur-Worksheet NA 102 /8/, p.6).

14. **Alarm flooding**
“Situation in which alarms occur faster than they can be perceived and processed by the operator” according to /8/, p.6.

15. **Alarm management**
“Alarm management systems support the operator in avoiding and controlling abnormal conditions” /8/, p.6.

16. **Alarm priority**
“Classification of alarms according to their importance (e.g. seriousness of consequences and urgency)” /8/, p.6.

17. **Alarm rate**
“Number of alarms that occur per unit of time” /8/, p.6.

18. **Behaviour**

   **skill-based behaviour**
   “Behaviour mostly related to frequent tasks. Only a small degree of conscious thinking activity is required.”

   **rule-based behaviour**
   “Behaviour mostly related to less-familiar tasks, which are based on the experience and capabilities of the person in question. The behaviour is the result of comparing the information with familiar patterns or rules on a if-then-basis.”

   **knowledge-based behaviour**
   “Behaviour mostly related to new tasks, whereas familiar patterns and rules cannot be applied directly. Requires a high degree of conscious thinking” /6/, p.2.

19. **Critical alarm**
“Safety critical alarms are distinguishable from other operational alarms. For critical alarms, the expected operator action is documented. The state of all critical alarms is always visible. Critical alarms are tested on some plant-defined frequency.” (according to HSE, 1998 /96/, p. 217)

20. **Human reliability**
Which refers to the absence of human errors: The capability of human beings to complete a task under given conditions within a defined period of time and within the acceptance limits. /6/. 
21. Ergonomics
“The area of ergonomics with the purpose of designing working conditions adapted to human beings. The discipline which deals with the design and handling of machines as well as with working environments so that these match human capabilities and limitations” /6/, p.3.

22. Man-machine-system (MMS)
“The combinations and the total of interactions between human beings and operational means during the work.” /6/, p.3.

23. Message
“Indication or report of an occurrence i.e. transition from one discrete status to another (according to VDI/VDE 3699). Note: The term "message" or "notification" is used in the literature both as a generic and a particular term. In this worksheet, the term is used for those messages that do not necessitate an immediate response from the operator.” /8/, p.6.

24. Performance shaping factors
In modelling human performance for PRA, it is necessary to consider those factors that have the most effect on performance. …Some of these performance shaping factors (PSFs) are external to the person and some are internal. The external PSFs include the entire work environment, especially the equipment design and the written procedures or oral instructions. The internal PSFs represent the individual characteristics of the person, his skills, motivations, and the expectations that influence his performance. /42/, p.2-5.

25. Safety function
“function to be implemented by an SIS, other technology safety related system or external risk, reduction facilities, which is intended to achieve or maintain a safe state for the process, with respect to a specific hazardous event (IEC 61511-1, 2003 /7/, p 25f).

26. Safety instrumented system (SIS)
“instrumented system used to implement one or more safety instrumented functions. An SIS is composed of any combination of sensor (s), logic solver (s), and final elements (s) (according IEC 61511-1, 2003 /7/, p. 25f).

27. Safety life cycle
“necessary activities involved in the implementation of safety instrumented function(s) occurring during a period of time that starts at the concept phase of a project and finishes when all of the safety instrumented functions are no longer available for use (IEC 61511-1, 2003 /7/, p 25f).

28. Task analysis
“Analytical process employed to determine the specific behaviours required of people when operating equipment or doing work (ISO 9241-5:1998). Note: The task analysis is not a risk assessment of the workplace according to legal requirements” (ISO/TC 159/SC 1/WG 1 N 88, 2006).

In addressing the different types of human error which can occur at the various stages of management and operation of a hazardous installation (e.g. design, construction, start-up, processing; handling, storage, shut-down, etc.) it seems sensible to use an empirical proofed classification like the GFT-model which covers the factors addressed in the HSE /3,12/ and HSL /10/ reports discussed above:
• hardware defects
• inappropriate design
• poor maintenance management
• poor operating procedures
• error-enforcing conditions
• poor housekeeping
• incompatible goals
• communication failures
• organizational failures
• inadequate training
• inadequate defences

Beside the analysis of the different accident-databases and explanation of existing tools and their possible improvements is given by the above mentioned HSE /3, 12/ and HSL /10/ reports. In these reports important factors contributing either as intermediate or underlying causes are identified, but also the problem that not all reports are detailed enough. For this problem it is suggested to classify both kinds of causal factors in the future. A coding scheme could be linked to the list of factors from the above mentioned reports. As tools to identify underlying causes one of the reviewed methods could be used.

2.6 Questions

1. Is a hierarchical model of terms related to human factors/error for the definition useful?
2. Are the definitions suitable/useful in regard to event-analysis and reporting?
3. Are relevant definitions missing?
4. Are the definitions and the system for incident analysis suitable as a basis for testing and further amending in a working group to be considered for reports to MARS?
3. THEMATIC SESSION 2: ASSESSMENT OF SAFETY CULTURES

Key objectives to be covered in the session

- Describe methodologies and instruments which allow to assess safety cultures as well as how to improve them;
- Define basic requirements of these methodologies/ instruments, e.g. requirements related to the dimensions/key elements to be assessed as well as structures and/or groups to be included;
- Explain the use of safety culture assessment to improve safety;
- Make recommendations on the best ways to assess safety cultures;

3.1 Introduction

The main focus in this session is the prevention and mitigation of chemical accidents, i.e. the process safety, not the prevention of occupational accidents, i.e. workplace safety. Therefore definitions of safety culture and safety climate are discussed, ways to characterize and differentiate safety culture are described and possibilities to assess or evaluate safety culture and safety climate are presented. The question how to improve safety culture is not part of this document.

The OECD Guiding Principles /5/ highlight the importance of safety cultures and include several recommendations concerning the different elements of a safety culture. Presently, there are no recommendations on methodologies to assess existing safety cultures and how they can be improved. The topics to be addressed under this item include: Review the existing, and as far as possible well proven, approaches to assess safety cultures; define the likely key elements of these methodologies; and make recommendations on how progress of safety cultures assessment should be addressed. Reference to the relevant sections of the OECD Guidance on Safety Performance Indicators /43/ should be made.

In spite of its wide diffusion and use, the term safety culture is still vague in its understanding and theoretical underpinnings - ranging from cognitive characteristics of the members of an organization to a more comprehensive notion including also behaviour not only of the members of a given organization but of all actors in the system understood in its wider sense: individual organization members, work teams, organizational features and units, extra-organizational environment, technology. A growing consensus emerges that safety culture ought to be conceived as a holistic and integrating concept. /44/. Safety culture should be seen as an aspect of the organizational culture in which safety is a critical factor in the norms, values and attitudes of every staff member. The mostly referred model in this regard is the model of Schein (1985). He defines the culture of an organization as “a pattern of basic assumptions-invented, discovered, or developed by a given group as it learns to cope with its problems of external adaptation and internal integration-that has worked well enough to be considered valid and therefore to be thought to new members as the correct way to perceive, think, and feel in relation to those problems” (p.9). With respect to the empirical approach and the question about the practical relevance can both concepts be equated.

Because there are many problems in the assessment of safety culture, but a huge body of references of safety climate tools /90/, also some links to safety climate are drawn. According to Olive, O’Connor and Mannan /56/ both phrases: safety culture and safety climate can be used to describe the underlying safety attitude of an organization. The authors argued that “safety climate generally refers to the attitude the people in the organization have towards safety. […] Culture can be viewed as the background influence on the organization, while climate is the foreground. As a result, safety climate changes more quickly and
more readily than safety culture. In the aftermath of a significant accident, it is the climate of an organization, rather than the culture, that will undergo immediate modification.” /56/, p. 133.

For the preparation of this section of the discussion document the following sources were analysed:

- Official documents by the OECD, IAEA, Responsible Care, ILK, and HSE
- Scientific literature from the field of psychology, human factors, organization studies

3.2 Official documents

Documents taken into account were OECD Guiding Principles for Chemical Accident Prevention, Preparedness and Response /5/, OECD Guidance on Safety Performance Indicators /43/, several publications of the IAEA /45, 46, 47, 48/ as well as the Responsible Care Fundamental Features /49/, a report from HSE /50, 51/ and a statement from a German consulting commission in the nuclear field /52/.

3.2.1 General principles by the OECD

The OECD formulates in its Guiding Principles for Chemical Accident Prevention, Preparedness and Response /5/ general principles for safety culture addressing implementation and enhancement of safety culture:

- Establishment and promotion of corporate safety culture, reflected in a corporate Safety Policy.
  - Effective safety culture as an essential element of safety management
  - Values, attitudes and behaviour of senior management and the communication of these throughout the organisation determine the safety culture.
  - Additional a bottom-up commitment through the active application of safety policies by all employees is necessary
  - An essential element of safety culture is the belief that all accidents are preventable.
  - Comprehensive rules concerning the roles, rights and obligations of all those concerned with the assurance and maintenance of safety are necessary.
  - Safety considerations should be incorporated into: planning, design, construction and commissioning of installations; operating policies and procedures, including organisation and personnel arrangements; maintenance; temporary shutdowns; monitoring and assessment of safety; and decommissioning, closure and demolition of hazardous installations.
- Clearly-stated and visible commitment to safety in an enterprise, directed at having all employees act appropriately with regard to safety, i.e.:
  - clear and visible management interest in safety performance through personal involvement
  - good communication on safety issues among and between management and other employees
  - positive feedback concerning actions taken to increase safety
  - quick response to remedy identified faults
  - financial and career incentives for good safety performance
  - participation of employees at all levels in developing and reviewing safety management procedures
timely investigations of all accidents and relevant near-misses, and rapid dissemination of the findings of the investigations

• Initiative and alertness in the interest of safety should be encouraged:
  ▪ Guard against complacency or structural/procedural shortcomings
  ▪ “Error tolerance”; no focus on assessing blame or punishing errors, atmosphere of co-operation and openness in which employees feel comfortable about discussing errors and near-misses in order to improve learning, but nevertheless appropriate responsibility and accountability is required
  ▪ Employees and their representatives should be provided with opportunities to participate in the development and review of procedures

• Management should take all appropriate actions to ensure that all employees are aware of their roles and responsibilities with respect to safety, and have the necessary skills, training, education, support and resources. Management should ensure that all safety procedures are disseminated, well-known and understood by all employees.

• Management and other employees should not become complacent; continuous efforts are needed to maintain safety.

• Enhancement of safety culture by management through an open attitude towards the public with respect to safety issues.

According to the safety policy the following principles are stated:

• A clear and meaningful written statement of Safety Policy agreed, promulgated and applied throughout the enterprise, reflecting the corporate safety culture, containing the overall aims and principles with respect to chemical safety
  ▪ At the top of a hierarchy of documentation related to chemical safety at an enterprise
  ▪ Addressing accident prevention, preparedness and response, including the elements of the safety management system
  ▪ Protecting the safety and health of all persons involved in, or who may be affected by, the production, process, handling, use, storage, disposal or elimination of hazardous substances, as well as to safeguard the environment and property.
  ▪ Reviewed regularly and amended, as appropriate, in light of experience gained and any relevant changes in technologies, laws and regulations.

• Consultancy with and involving of employees at all levels for the safety policy

• Independence of employees responsible for the development of corporate safety policies from production management with direct access to top management.

• Widely communication of the safety policy, the intent should be understood and appreciated by all employees

• Management and other employees should co-operate to comply with the enterprise’s Safety Policy and meet its safety goals.
  ▪ Complementary roles of management and labour
  ▪ Employees at all levels should be motivated and educated/trained to recognise safety as a top priority and its continuing improvement
- Labour and their representatives should co-operate with management in promoting chemical safety and should be provided with effective means to do so.
- The Safety Policy should be made accessible to the public.
- Safety programmes for all sites conforming to the enterprise’s safety policy and addressing safety concerns and requirements specific to that site.
  - Responsibility for day-to-day management of safety in the hands of line management at individual installations
  - Line management should respond to proposals and suggestions of labour related to safety matters
  - Senior management should provide the necessary support to line management for safety-related decisions and actions
- Development and implementation of a safety policy should be co-ordinated and integrated with the enterprise’s activities relating to other aspects of occupational safety, health and environmental protection
  - Efforts towards the integrated management of safety, health and environment (SHE) throughout the regular business operations of an enterprise
  - Safety management as an integral part of total quality management (TQM)
  - The integration of management systems for environmental, health and safety issues, and the development of enterprise-wide procedures applicable to all sites, lead to improvements in safety

In the Guidance on Safety Performance Indicators /43/, outcome indicators for the safety policy, safety goals and objectives and safety leadership were formulated:

- “Extent to which the Safety Policy has been received and understood by: employees, other persons working at the enterprise (contractors, etc.); relevant external stakeholders (suppliers, customers, potentially affected public, etc” /43/, p.30.
- “Extent to which safety goals and objectives have been achieved.
- Extent to which safety goals and objectives are reviewed and updated in relation to the established procedures.” /43/, p.32.
- “Extent employees follow established procedures related to safety.
- Extent employees consider management a trusted source of information on: chemical risk at the facility; and safety related information.
- Extent management is involved in safety activities, e.g.: management visibility in daily operations …; number of meetings held periodically … with safety as a substantial item on the agenda.
- Extent suggestions and complaints from employees result in improvement in safety.
- Amount of money or other resource spent per year for safety; relative to other expenditures. …
- Correlation between the amount spent on safety and the level of risk at the installation (as measured by, for example, a risk assessment).” /43/, p.34.
3.2.2 Definitions and key elements by the IAEA

Coined in the aftermath of Chernobyl as an explanatory concept for the accident by the IAEA, safety culture has now caught the imagination of virtually all hazard industries: chemical process industries, civil and military aviation or space research, railway systems, petrochemical and pharmaceutical industries, medicine. Thus, the majority of definitions, concepts and instruments still are from the nuclear filed.

In 1991 the INSAG /45/ defined safety culture as follows: “Safety culture is that assembly of characteristics and attitudes in organizations and individuals which establishes that, as an overriding priority, nuclear plant safety issues receive the attention warranted by their significance.” /45/, p.1.

In 1998 the IAEA /46/ continued and widened its definition to behaviour: “Safety culture is also an amalgamation of values, standards, morals and standards of acceptable behaviour. These are aimed at maintaining a self-disciplined approach to the enhancement of safety beyond legislative and regulatory requirements. Therefore, safety culture has to be inherent in the thoughts and actions of all the individuals at every level in an organization. The leadership provided by top management is crucial.” /46/, p. 3.

According to INSAG /46/ the major components of safety culture are commitments on different levels:

1. Policy level commitment:
   - Statement of safety policy
   - Management structures
   - Resources
   - Self-regulation

2. Managers’ commitment
   - Definition of responsibilities
   - Definition and control of safety practices
   - Qualifications and training
   - Rewards and sanctions
   - Audit, review and comparison

3. Individuals’ commitment
   - Questioning attitude
   - Rigorous and prudent approach
   - Communication

To provide practical and pragmatic guidelines on the development of safety culture, key issues in safety culture were defined by INSAG (/47/, p. 5ff). For the following key issues questions were derived to provide some simple diagnostic tool: Commitment to safety and to the strengthening of safety culture, use of procedures, conservative decision making, a reporting culture, challenging unsafe acts and conditions, the learning organization and underpinning issues like communication, clear priorities and organization (for the full text, see Annex II)

Safety culture is furthermore seen as a process with different levels. The efforts made to enhance safety culture can result in improved organization, analyses, anticipation and work processes. A strong safety culture can lead to more effective work and a sense of accountability among managers and
employees. In promoting an improved safety culture, overall different approaches were taken: an approach emphasizing the use of behavioural sciences or the quality management system approach to enhancing safety performance.

Many features of a strong safety culture have long been recognized as ‘good practices’ in numerous areas of safety activities in high hazard industries. Recently there has been increased emphasis on a systematic approach to the development of an improved safety culture as well as on the contribution of behavioural sciences to developing good safety practices. Change in culture is both a ‘top-down’ and a ‘bottom-up’ approach, but consistent and visible leadership from the top is essential. “Technical specialists, human factors specialists, operating personnel and management must work together to develop a common understanding across their various functions. This is in itself a learning process and, as such, a characteristic of a good safety culture. Continuous learning and improvement processes play a central role in developing and maintaining a good safety culture.” /47/, p. 4f.

There are differences in the understanding of organizations according to the concept of safety culture and to the actions necessary to influence it in a positive way. This diversity may reflect different levels of awareness of the safety impact of human behaviour and attitudes even in highly technical organizations.

3.2.3 Principles by Responsible Care

The Responsible Care Fundamental Features /49/ state as follows:

- Formal commitment by each company to a set of guiding principles, signed by the Chief Executive Officer
- Series of codes, guidance notes and checklists to help companies fulfil their commitment
- Development of indicators against which improvements in performance can be measured
- Open communication on health, safety and environmental matters with interested parties, both inside and outside the industry
- Opportunities for companies to share views and exchange experiences on implementing Responsible Care
- Consideration of how best to encourage all member companies to commit themselves to, and participate in, Responsible Care
- Procedures for verifying that member companies have implemented the measurable or practical elements of Responsible Care

3.2.4 Elements of safety culture by the ILK (Internationale Länderkommission Kerntechnik)

A German consulting commission ILK (Internationale Länderkommission Kerntechnik) /52/ in the nuclear field defines the elements of safety culture in its statement on the regulator’s management of the licensee self-assessment of safety culture, which exceed the number of elements stated before:

- Top management commitment to safety
- Visible leadership
- High priority to safety
- Systematic approach to safety
- Strategic business importance of safety
• Absence of safety versus production conflict
• Relationship to regulators and other external organizations
• Proactive and long term perspective
• Management of change
• Quality of documentation and procedures
• Compliance with regulations and procedures
• Sufficient and competent staff
• Proper resource allocation
• Knowledge in work science, including health and safety and man-technology-organization (MTO)
• Clear roles and responsibilities
• Clearly organized team work
• Openness and communication
• Motivation and job satisfaction
• Involvement of all employees
• Good working conditions (time, work load, stress )
• Housekeeping
• Measurement of safety performance
• Organizational Learning

In the statement also some examples for safety culture indicators are written down:

“Accountability for safety is clear

• Managers have specific safety goals to achieve
• Rewards reflect achievement
• Employees involved in safety improvements
• Team appraisals include safety achievement

Safety is learning driven

• Program exists for feeding back lessons from operating experience
• Familiarity with learning processes
• Process exists for dealing with repeated events
• Process to prevent mistakes through strengthening defence in depth
• Mistakes may be a learning opportunity
High priority to safety

- Safety resources adequate for workloads
- Safety concerns can be raised openly and safety behaviours are actively supported
- Teamwork among departments is encouraged

Clear leadership for safety

- Top managers dedicate time and efforts to improve safety
- Training in safety culture is available and used by managers
- Management/workforce interaction frequency
- Level of personal accountability for safety

Style of management

- Clear standards and expectations
- Managers reinforce expected behaviours” /52/.

The commission suggests conducting a self-assessment each 2-3 years and after a significant organizational change.

3.2.5 Models on evaluation and classification of safety culture and safety climate

The HSE published in the Offshore Technology Report 1999/063 /90/ a summary guide to safety climate tools. The guide should serve to provide summary information on questionnaire-based tools for measuring the safety climate of organizations and to determine the most useful and necessary scales and items. In the report the following recommendations for the assessment of safety climate are given:

- Preparation is essential before launching into the use of a climate survey tool. Any tool is unlikely to work well - or may even have a negative effect - if senior management put insufficient effort into preparation, do not commit to act on findings (whatever they are) and fail to involve the entire workforce throughout the process.
- Recipients of the questionnaire need to know why the survey is being done and how the results will be used.
- It is essential that there is a rapid, but realistic, post-survey implementation plan. Some visible results need to be achieved as soon as possible after completion of the survey.
- The results of the survey need to be fed back to the surveyed group as rapidly as possible.
- Issues or areas of weakness identified by the survey need to be discussed with the respondents to clarify the details of their concerns.
- After clarification, a plan of action should be developed to address the most significant weaknesses. The plan may include behaviour modification programmes.
- During implementation of the action plan, some form of monitoring needs to be in place to check progress. The results of the monitoring programme should be fed back to the employees concerned.
• Repeat climate surveys should not be undertaken before an action plan to address weaknesses from the first survey has been implemented. (/90/, p. 11f.)

According to items and scales, the following core safety climate item sets were identified:

• Training and competence
• Job security and job satisfaction
• Pressure for production
• Communications
• Perceptions of personal involvement in health and safety
• Accidents/ incidents/ near misses
• Perception of organisational/management commitment to health & safety – general and specific
• Merits of the health and safety procedures/ instructions/ rules
• Rule breaking
• Workforce view on state of safety/ culture
• Assessment of safety levels

Furthermore, there are more sets of items, which could be included in an assessment:

• Planning for emergencies
• Maintenance
• Task allocation and human factor design
• Work pressures
• Work environment
• Individual competence, capacities, health and skills
• Procedures
• Safety priorities
• Management/structural (including decision making and team working)

According to the IAEA (1998) three stages of development of safety culture seem to emerge. The characteristics of each stage provide organizations with a basis for self-diagnosis.

Stage I: Safety based solely on rules and regulations

Safety is seen as an external requirement and not as an aspect of conduct that will help the organization to succeed. The external requirements are those of national governments, regional authorities, or regulatory bodies. “There is little awareness of behavioural and attitudinal aspects of safety performance, and no willingness to consider such issues. Safety is seen very much as a technical issue; mere compliance with rules and regulations is considered adequate. For an organization which relies predominantly on rules, the following characteristics may be observed:
• Problems are not anticipated; the organization reacts to each one as it occurs.
• Communication between departments and functions is poor.
• Departments and functions behave as semi-autonomous units and there is little collaboration and shared decision making among them.
• The decisions taken by departments and functions concentrate upon little more than the need to comply with rules.
• People who make mistakes are simply blamed for their failure to comply with the rules.
• Conflicts are not resolved; departments and functions compete with one another.
• The role of management is seen as endorsing the rules, pushing employees and expecting results.
• There is not much listening or learning inside or outside the organization, which adopts a defensive posture when criticized.
• Safety is viewed as a required nuisance.
• Regulators, customers, suppliers and contractors are treated cautiously or in an adversarial manner.
• Short term profits are seen as all-important.
• People are viewed as ‘system components’; they are defined and valued solely in terms of what they do.
• There is an adversarial relationship between management and employees.
• There is little or no awareness of work or business processes.
• People are rewarded for obedience and results, regardless of long term consequences.” /47/, p. 5f.

Stage II – Good safety performance becomes an organizational goal

The management perceives safety performance as important even in the absence of regulatory pressure. Although there is growing awareness of behavioural issues, this aspect is largely missing from safety management methods, which focus on technical and procedural solutions. Safety performance is dealt with in terms of targets or goals. The organization begins to question why safety performance reaches a plateau and is willing to learn from other organizations. The following characterizes the second stage:

• “The organization concentrates primarily on day to day matters. There is little in the way of strategy.
• Management encourages cross-departmental and cross-functional teams and communication.
• Senior managers function as a team and begin to co-ordinate departmental and functional decisions.
• Decisions are often centred on cost and function.
• Management’s response to mistakes is to put more controls in place via procedures and retraining. There is a little less blaming.
• Conflict is disturbing and is discouraged in the name of teamwork.
• The role of management is seen as applying management techniques, such as management by objectives.
• The organization is somewhat open about learning from other companies, especially techniques and best practices.
• Safety, cost and productivity are seen as detracting from one another. Safety is thought to imply higher cost and reduced production.
• The organization’s relationship with regulators, customers, suppliers and contractors is distant rather than close; there is a cautious approach where trust has to be earned.
• It is important to meet or exceed short term profit goals. People are rewarded for exceeding goals regardless of the long term results or consequences.
• The relationship between employees and management is adversarial, with little trust or respect demonstrated.
• There is growing awareness of the impact of cultural issues in the workplace. It is not understood why added controls do not yield the expected results in safety performance.”/47/, p.6.

Stage III – Safety performance can always be improved

Continuous improvement is seen as important and applied to safety performance. There is a strong emphasis on soft skills as communications, training, and management style. People understand the impact of behavioural issues on safety. The level of awareness of behavioural and attitudinal issues is high, and measures are being taken to improve behaviour. The stage is characterized by:

• “The organization begins to act strategically with a focus on the longer term as well as awareness of the present. It anticipates problems and deals with their causes before they happen.
• People recognize and state the need for collaboration between departments and functions. They receive management support, recognition and the resources they need for collaborative work.
• People are aware of work or business processes in the organization and help managers to manage them.
• Decisions are made in the full knowledge of their safety impact on work or business processes as well as on departments and functions.
• There is no goal conflict between safety and production performance, so that safety is not jeopardized in pursuit of production targets.
• Almost all mistakes are viewed in terms of work process variability. It is more important to understand what has happened than to find someone to blame. This understanding is used to modify the work process.
• The existence of conflict is recognized and dealt with by trying to find mutually beneficial solutions.
• Management’s role is seen as coaching people to improve business performance.
• Learning from others both inside and outside the organization is valued. Time is made available and devoted to adapting such knowledge to improve business performance.
• Safety and production are seen as interdependent.
• Collaborative relationships are developed between the organization and regulators, suppliers, customers and contractors.
• Short term performance is measured and analyzed so that changes can be made which improve long term performance.
• People are respected and valued for their contribution.
• The relationship between management and employees is respectful and supportive.
• People are aware of the impact of cultural issues, and these are factors considered in key decisions.
• The organization rewards not only those who ‘produce’ but also those who support the work of others. People are also rewarded for improving processes as well as results.” /47/, p. 7f.

For the U.K. HSE Offshore Technology Report 2000/049 the Keil Centre developed a safety culture maturity model /50/, which has five developmental stages, i.e. two more as the model of the IAEA /46/. The elements differ mainly in the way that the elements of the safety culture maturity model take more the employees’ perspective into account. The described elements are:

• Management commitment and visibility
• Communication
• Productivity versus safety
• Learning organization
• Safety resources
• Participation
• Shared perceptions about safety
• Trust
• Industrial relations and job satisfaction
• Training

Following assumptions are the basis of the model: “Cultural or behavioural approaches to safety improvement are their most effective when the technical and system aspects of safety are performing adequately and the majority of accidents appear due to behavioural or cultural factors.” The safety culture maturity model is therefore only of relevance to organisations that fulfil a number of specific criteria. These include:

• An adequate Safety Management System
• Technical failures are not causing the majority of accidents
• The company is compliant with health and safety law
• Safety is not driven by the avoidance of prosecution but by the desire to prevent accidents

The five stages of the model are described below and shown in figure1:
Level One: Emerging

Safety is defined in terms of technical and procedural solutions and compliance with regulations. The safety department is perceived to have primary responsibility for safety. Many accidents are seen as unavoidable and as part of the job. Most frontline staff is uninterested in safety.

Level Two: Managing

The organization's accident rate is average for its industrial sector but they tend to have more serious accidents than average. Management time and effort is put into accident prevention. Safety is defined in terms of adherence to rules and procedures and engineering controls. Accidents are seen as preventable. Managers perceive that the majority of accidents are solely caused by the unsafe behaviour of front-line staff. Safety performance is measured in terms of lagging indicators such as LTI and safety incentives are based on reduced LTI rates.

Level Three: Involving

Accident rates are relatively low, but they have reached a plateau. The organization is convinced that the involvement of the frontline employee in health and safety is critical, if future improvements are going to be achieved. Managers recognize that a wide range of factors cause accidents and the root causes often originate from management decisions. A significant proportion of frontline employees are willing to work with management to improve health and safety. The majority of staff accepts personal responsibility for their own health and safety. Safety performance is actively monitored and the data is used effectively.

Level Four: Cooperating

The majority of staff in the organization is convinced that health and safety is important from both a moral and economic point of view. Managers and frontline staff recognize that a wide range of factors cause accidents and the root causes are likely to come back to management decisions. Frontline staff accept personal responsibility for their own and others health and safety. The organization puts significant effort into proactive measures to prevent accidents. Safety performance is actively monitored using all data available. Non-work accidents are also monitored and a healthy lifestyle is promoted.

Level Five Continuous improvement

The prevention of all injuries or harm to employees (both at work and at home) is a core company value. The organization has had a sustained period (years) without a recordable accident or high potential incident, but there is no feeling of complacency. They live with the paranoia that their next accident is just around the corner. The organization uses a range of indicators to monitor performance but it is not performance-driven, as it has confidence in its safety processes. The organization is constantly striving to be better and find better ways of improving hazard control mechanisms. All employees share the belief that health and safety is a critical aspect of their job and accept that the prevention of non-work injuries is important. The company invests considerable effort in promoting health and safety at home. /50/.
The following diagram illustrates the Safety Culture maturity model. HSE Offshore Technology Report 2000/049.

**Figure 1: Safety Culture maturity model.**

In: “A review of safety culture and safety climate literature for the development of the safety culture inspection toolkit” /51/ key indicators for the rail industry (HMRI) were recommended: leadership, two-way communication, employee involvement, learning culture and attitude towards blame.

### 3.3 Scientific literature from the field of psychology, human factors, organization studies

There is a huge body on literature on safety culture, safety climate and its assessment. The following selection is based on either process industry specific references or on literature which exceed the official documents.

Because safety-management is not enough Kadri and Jones /53/ propose an approach that will help organizations to self-assess the state of the process safety culture in their organizations. Safety culture improvement can be reached by creation of awareness about safety culture themes, by adaptation of process safety culture themes to company experience, by use of suggested indicators to identify specific areas of improvement, by development of a strategic improvement plan to strengthen and sustain the safety culture process. There assessment is mainly vice versa, i.e. they propose indicators that show a decrease in safety culture:

**“Indicators that you are not maintaining a sense of vulnerability”**

- You assume your safety systems are good enough
- You treat critical alarms as operating indicators
- You allow backlogs in preventative maintenance of critical equipment
- Lessons from related industry disasters are not routinely discussed at all levels in the organization
• Actions are not taken where similar deficiencies have been identified

**Indicators that you are allowing normalization of deviance**

• You allow systems to operate outside design safe operating limits without detailed risk assessment
• You allow deviations from established procedures without management of change (MOC) review and approval
• Wilful, conscious violation of an established procedure is tolerated without evaluating the consequences for the persons involved
• Staff cannot be counted on to strictly follow procedures when supervision is not around to monitor compliance

**Indicators that appropriate and timely hazard/risk assessment are not being done**

• Availability of experienced resources for risk assessment is limited
• The recommendations from risk assessment are not meaningful
• The recommendations from risk assessment are not implemented in a timely manner
• The actions taken differ from the intent of the original recommendations
• Bases for rejecting risk assessment recommendations are mostly subjective judgment or based on previous experience and observation

**Indicators that safety role is not independent and unassailable**

• People monitoring safety-related decisions are not sufficient technically qualified and independent
• Key process safety management positions have been downgraded over time
• Recommendations for safety improvements are resisted on the grounds of costs or schedule impact
• No system in place to ensure an independent review of major safety-related problems
• Audits conducted by people not technically competent and are regarded as negative or punitive

**Indicators that open and frank communication at all levels is not happening**

• The bearer of “bad news” is viewed as “not a team player”
• Safety related questioning “rewarded” by requiring the requester proves that he/she is correct
• Critical safety-related news that circumvents official channels is not welcomed
• Communication become altered, with the message softened, as they move up through the management chain
• Employees cannot speak freely to anyone else about their honest safety concerns, without fear of career reprisals” (p. 19)

*Wilpert et al. /54/ introduce key elements for safety culture, which show clearly an organizational psychology perspective:*

• Commitment on all levels of the organisation from the whole staff
• Questioning attitude
• Systemic thinking
• Role model of managers and supervisors
• Professional identity
• Treatment of errors (failure culture)
• Implicit norms

The hitherto most encompassing description and discussion of different models and analytic instruments to study safety culture has been collated by Wilpert et al., /55/ which covers altogether 20 different approaches. They differ in terms of depth of analysis, psychometric quality criteria such as reliability, objectivity and validity as well as in terms of economy of use and manageability. However, a basic difference may be highlighted with reference to a difference in general conduct of the analysis, namely whether it is conducted by external experts from outside the studied organization or whether the analysis is pursued as a self-assessment by staff members of the organization itself.

External investigations usually utilize competent outsiders who conduct a safety audit, use questionnaires and interview guidelines, study the safety related features through observation and document analysis. The advantage of outsider investigations lies mainly in their characteristic of introducing perspectives into the analysis which are guided by experience from other contexts than those of the focal organization. But such analyses are likely to remain in the realm of attitudes, climate and directly observable phenomena. Deeper layers of the organizational culture will be less approachable.

Self-assessments, in contrast, are conducted by internal qualified staff members who are thoroughly familiar with their own organization. Self-assessments can easily and economically be carried out and have an immediate educational effect in the sense that once problems of safety culture are identified they may be discussed and intervention solutions can be developed and implemented. On the other hand, a disadvantage of self-assessment may be the danger of analysts remaining focused on aspects in the organization which have no taboo, are acceptable to management and staff, and are easily optimized. In consequence, self-assessment and external assessment are techniques which are not mutually exclusive but complementary. The research of the Berlin based Research Center System Safety has so far mainly focused on self-assessments in developing a screening technique for safety culture which will be presented below.

Functional aspects are considered all those features of high hazard organizations which need to be present in the organization in order to make it viable such as leadership, group norms, control, rules, procedures. Structural parts are elements of the organizational build-up such as organizational level, including the most important links to external institutions and organizations such as regulators or other reference organizations.

The authors distinguished five relevant system levels: technology (e.g. hardware); individual (e.g. personal behaviour, cognitive competence); group level (e.g. group dynamics); organization (e.g. leadership/control); environment (e.g. media/public).

Based on prototypical organizational features of nuclear power plants the following structural elements were identified: regulation, utility, plant management, managers, plant personnel categories (operational staff, maintenance, systems technology, supervision, accounting, logistics, general staff), external staff.

The allocation of functional factors resulted in the following clustering:
**Individual level:** cognitive competence, rule compliance, qualification, risk perception, attitudes/motivation, physiological influences, commitment to safety, behaviour;

**Group level:** communication, group dynamics, leadership/control, social norms;

**Organizational level:** basic assumption of the organization, goals and visions, planning, resources, process management and process evaluation, organizational learning, training, information and documentation, incentive systems;

**Technology** (hardware, software, ergonomics).

These structural and functional dimensions provided the basis for the development of a self-assessment screening methodology of safety culture and suggested conceptualizations for the introduction and maintenance of a sustained safety culture in nuclear plants /55/.

Another new dimension or element was introduced by Olive et al. /56/, i.e. resilience and flexibility: “A strong safety culture is characterized by several traits: a definite commitment to the improvement of safety behaviours and attitudes at all organizational levels; an organizational structure and atmosphere that promotes open and clear communication in which people feel free from intimidation or retribution in raising issues; a propensity for resilience and flexibility to adapt effectively and safely to new situations; a prevailing attitude of constant vigilance.” /56/, p. 139.

Lardner (2003, /91/) stated, that “since safety culture is associated with occupational accidents then organizations that have a lower accident rate than similar organizations are also likely to have a positive safety culture” (p. 13). The following features characterize low accident organizations:

- Frequent, less formal communication about safety at all levels
- Good organizational learning
- Strong focus on safety by all
- Strongly committed senior management
- Democratic and co-operative leadership style
- High quality training, including safety training
- Good working conditions and housekeeping
- High job satisfaction
- Good industrial relations
- Selection and retention of employees who work steadily and safely

According Lardner /91/ there are some features associated with a positive safety culture which originate from several safety climate surveys:

1. **Hardware:** good plant design, working conditions and housekeeping; perception of low risk due to confidence in engineered systems

2. **Management systems:** confidence in safety rules, procedures and measures; satisfaction with training; safety prioritised over profits and production; good organizational learning; good job communication.
3. **People:** high level of employee participation in safety; trust in workforce to manage risk; high level of management safety concern, involvement and commitment.

4. **Behaviour:** acceptance of personal responsibilities for safety; frequent informal safety communication; willingness to speak up about safety; a cautious approach to risk.

5. **Organizational climate factors:** low levels of job stress; high levels of job satisfaction

The U.S. Chemical Safety and Hazard Investigation Board summarizes in its report /92/ on the refinery explosion and fire in Texas City, that “safety management systems are necessary for prevention, but that much more is needed to prevent major accidents. Effective organizational practices, such as encouraging that incidents be reported and allocating adequate resources for safe operations, are required to make safety systems work successfully” (/92/, p. 139). One of the identified cultural causes were, that BP Group and Texas city managers were working to make safety changes prior to the accident, “but the focus was largely on personal rather than process safety. As personal injury statistic improved, the BP group executives stated that they thought safety performance was headed in the right direction” (/92, p. 139f.). But personal injury rates are not a measure of process safety.

3.4 **Conclusion**

There is a huge body on documents on safety culture mainly from the nuclear field. In these documents a common agreement can be found on some points like “what is safety culture?”, but also open questions and blind spots.

Although there are some differences, the key elements of safety culture are very similar like commitment, learning organization, communication. Still missing are agreed key elements for the chemical industry.

There are many different instruments for assessment, but it is still unclear which levels have to be assessed, norms, values or even underlying beliefs and how to treat observable behaviour and artefacts. The cited indicators are not simple to assess or to measure and there is no validated instrument for the chemical industry.

Furthermore there is no common understanding of whom to integrate only the operators, managers, top-management or even groups outside the organization. From the literature it can be derived that assessments should be repeated regularly and after significant changes, but it is not clear yet, whether these assessments should be self-assessments by the industry or assessments by regulators.

Thus, the workshop should be a platform to define basic requirements of methodologies/ instruments, e.g. requirements related to the dimensions/key elements to be assessed as well as structures and/or groups to be included.

The key elements of safety culture according to OECD and the other cited literature should be:

- Establishment and promotion of corporate safety culture, reflected in a corporate Safety Policy.
- Clearly-stated and visible commitment to safety in an enterprise
- Initiative and alertness in the interest of safety should be encouraged
- Management should take all appropriate actions to ensure that all employees are aware of their roles and responsibilities with respect to safety, and have the necessary skills, training, education, support and resources. Management should ensure that all safety procedures are disseminated, well-known and understood by all employees.
Management and other employees should not become complacent; continuous efforts are needed to maintain safety.

Enhancement of safety culture by management through an open attitude towards the public with respect to safety issues.

A clear and meaningful written statement of Safety Policy agreed, promulgated and applied throughout the enterprise, reflecting the corporate safety culture, containing the overall aims and principles with respect to chemical safety

Consultancy with and involving of employees at all levels for the safety policy

Independence of employees responsible for the development of corporate safety policies from production management with direct access to top management.

Widely communication of the safety policy, the intent should be understood and appreciated by all employees.

Management and other employees should co-operate to comply with the enterprise’s Safety Policy and meet its safety goals.

The Safety Policy should be made accessible to the public.

Safety programmes for all sites conforming to the enterprise’s safety policy and addressing safety concerns and requirements specific to that site.

Development and implementation of a safety policy should be co-ordinated and integrated with the enterprise’s activities relating to other aspects of occupational safety, health and environmental protection

Good organizational learning

Questioning attitude

Systemic thinking

Role model of managers and supervisors, leadership

Professional identity

Treatment of errors (failure culture)

Implicit norms

Motivation and job satisfaction

In the evaluation of safety culture the above key elements should be assessed. As a first approach the following assessment levels /55/ with the corresponding factors could serve:

1. **Individual level**

   - cognitive competence
   - rule compliance
   - qualification
   - risk perception
   - attitudes/motivation
• physiological influences
• commitment to safety
• behaviour

2. **Group level**
• communication
• group dynamics
• leadership/control
• social norms

3. **Organizational level**
• basic assumption of the organization
• goals and visions
• planning
• resources
• process management and process evaluation
• organizational learning
• training
• information and documentation
• incentive systems

4. **Technology**
• hardware
• software
• ergonomics

Groups to be included in the assessment of safety culture should be:

1. Top level management
2. Management
3. Operators
4. Maintenance personnel – crafts technicians
5. Contractors
6. External stakeholders
7. (Regulatory bodies)

Safety climate as a first approach to safety culture could be assessed by questionnaire with the above mentioned content, but for safety culture assessment a more holistic approach is needed, i.e. questionnaires should be completed by observations, document analysis and interviews or group-feedback-analyses.
3.5 Questions

1. What problems/issues are related to the different instruments/methodologies?
2. What kind of regulatory and legal restrictions to safety culture are known and how could they be minimized?
3. Are there coherences between the three-level model and the five-level model?
4. What alternatives exist in regard to the recommended indicators?
5. Are the key elements for the evaluation of the safety culture complete and well defined?
6. Should process safety be aggregated with other aspects in the evaluation of Safety culture?
7. Have regular surveys on safety climate to be regarded as best practice?
8. Should there be some kind of standardisation of these surveys to allow benchmarking of enterprises?
9. Should more guidance on the improvement of safety culture be provided?
10. Should the results of survey on safety culture be presented in the Sustainability Reports of enterprises?
4. THEMATIC SESSION 3: APPROPRIATE HUMAN FACTOR COMPETENCE

Key objectives to be covered in the session

- Identify the different types of responsibility in organisations requiring different competences in safety related human factor issues;
- Define the competences required with respect to these different responsibilities;
- Discuss the roles of industry;
- Make recommendations to identify the training needs and develop training programmes;

4.1 Introduction

The various management and staff levels in organisations (industries, authorities, expert organisations/consultants) have different responsibilities which require specific competences in human factor issues. The personnel involved in the safety tasks is usually technically competent and well trained to the safety issues, but has generally no specific knowledge of the social safety dimension and its human factor competences are often less developed. The workshop will make recommendations on appropriate human factor competences taking into account the types of responsibilities and the different management and staff levels. Such recommendations may help set up adequate training programmes on human factors in the chemical industry aiming at reducing the number of accidents and mitigating their consequences.

Because this is a relatively new field only a few sources from the nuclear industry and aviation could be taken into account.

4.2 Types of responsibilities

The IAEA 48/ identified the following relevant four actors with related areas of competency:

<table>
<thead>
<tr>
<th>Relevant actors</th>
<th>Areas of competency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulatory body staff</td>
<td>Regulatory control</td>
</tr>
<tr>
<td>Technical support organizations</td>
<td>Siting and Design of NPPs</td>
</tr>
<tr>
<td>Operators and utility staff</td>
<td>Operation of NPPs</td>
</tr>
<tr>
<td>Research organizations and educators</td>
<td>Research reactor design, operation and utilization</td>
</tr>
</tbody>
</table>

The EU regulates in their Commission Regulation (EC) No 2042/2003 of 20 November 2003 57/ on “the continuing airworthiness of aircraft and aeronautical products, parts and appliances, and on the approval of organisations and personnel involved in these tasks” the training needs for maintenance personnel.

**Line Maintenance Certifying Mechanic (Cat. A)**

Category A authorisation entitles the holder to issue Certificates of Release to Service after simple scheduled maintenance work and after repairing simple defects within the scope of the authorisation. The
issuing of Certificates of Release to Service is restricted to work which the holder of the authorisation has personally carried out.

**Maintenance Certifying Technician/Mechanical (Cat. B1)**

Category B1 authorisation entitles the holder to issue Certificates of Release to Service after maintenance work, including work on the airframe, the engines and mechanical and electrical systems. The authorisation also includes the replacement of quickly replaceable avionic units for which a simple check – usually on board – is required to verify their integrity for further operation. Category B1 authorisation automatically entitles the holder to issue Category A Certificates of Release to Service.

**Maintenance Certifying Technician/Avionic (Cat. B2)**

Category B2 authorisation entitles the holder to issue Certificates of Release to Service after maintenance work on the avionic and electrical systems. Category B2 certifying staff can qualify for authorisation to issue Category A Certificates of Release to Service.

**Base Maintenance Certifying Engineer (Cat. C)**

Category C authorisation entitles the holder to issue Certificates of Release to service after maintenance work. The authorisation applies to aircraft in their entirety, including all systems.

The classifications from both industries have some relevance for the chemical industry, but are not simply transferable. For the chemical industry the following groups seem to be relevant according to human factor competency:

- Regulatory body staff
- Management
- Safety personnel
- Operators

### 4.3 Identified human factor competency

In their proposed framework for education and training in nuclear safety the IAEA identified four categories of competence and related training contents:

**Regulatory control of NPPs**

- Authorization process
- Review and assessment
- Inspection and enforcement
- Development of regulation and guides
- Regulatory effectiveness
Safety Assessment of NPPs

- Accident analysis methods
- Probabilistic safety assessment
- Accident management
- Ageing management
- Safety assessment of modifications

Operational safety of NPPs

- Safety culture and management of safety
- NPP operator regulator interface
- Operational experience and feedback
- Operational practices

Safety of research reactors

- Regulatory aspects and safety documentation
- Safety analysis
- Safety in operation and utilization
- Management of ageing
- Safe shutdown and decommissioning

Concerning the competence of staff members in the aeronautical field, the EU states: “The organisation shall establish and control the competence of personnel involved in any maintenance, management and/or quality audits in accordance with a procedure and to a standard agreed by the competent authority. In addition to the necessary expertise related to the job function, competence must include an understanding of the application of human factors and human performance issues appropriate to that person's function in the organisation. 'Human factors' means principles which apply to aeronautical design, certification, training, operations and maintenance and which seek safe interface between the human and other system components by proper consideration of human performance. 'Human performance' means human capabilities and limitations which have an impact on the safety and efficiency of aeronautical operations. … The organisation shall establish procedures agreed by the competent authority taking into account human factors and human performance to ensure good maintenance practices and compliance with this Part which shall include a clear work order or contract such that aircraft and components may be released to service in accordance with 145.A.50. /57/”.

It is regulated that basic knowledge for categories A, B1 and B2 are indicated by the allocation of knowledge levels indicators (1, 2 or 3) against each applicable subject. Category C applicants must meet either the category B1 or the category B2 basic knowledge levels. The knowledge level indicators are defined as follows:
**Level 1**

A familiarisation with the principal elements of the subject.

**Objectives:** The applicant should be familiar with the basic elements of the subject.

The applicant should be able to give a simple description of the whole subject, using common words and examples. The applicant should be able to use typical terms.

**Level 2**

A general knowledge of the theoretical and practical aspects of the subject. An ability to apply that knowledge.

**Objectives:** The applicant should be able to understand the theoretical fundamentals of the subject. The applicant should be able to give a general description of the subject using, as appropriate, typical examples. The applicant should be able to use mathematical formulae in conjunction with physical laws describing the subject. The applicant should be able to read and understand sketches, drawings and schematics describing the subject. The applicant should be able to apply his knowledge in a practical manner using detailed procedures.

**Level 3**

A detailed knowledge of the theoretical and practical aspects of the subject. A capacity to combine and apply the separate elements of knowledge in a logical and comprehensive manner.

**Objectives:** The applicant should know the theory of the subject and interrelationships with other subjects. The applicant should be able to give a detailed description of the subject using theoretical fundamentals and specific examples. The applicant should understand and be able to use mathematical formulae related to the subject. The applicant should be able to read, understand and prepare sketches, simple drawings and schematics describing the subject. The applicant should be able to apply his knowledge in a practical manner using manufacturer's instructions. The applicant should be able to interpret results from various sources and measurements and apply corrective action where appropriate.

Training shall be conducted in modules, module 9 is on human Factors and has the following contents:

1. **General:** Necessity to take human factors into account, incidents caused by human factors / human errors, Murphy’s law.
2. **Human performance and restrictions:** seeing, listening, information processing, attention and perception, memory.
3. **Social psychology:** responsibility of individuals and groups, motivation and de-motivation, group pressure, “cultural” issues, teamwork, management, supervision /control and leadership.
4. **Performance shaping factors:** fitness / health, stress: work and home related, time pressure and schedule, work load, fatigue, Shift work, alcohol, medicaments, drug abuse.
5. **Workplace environment:** noise and exhaust, illumination, climate and temperature, movement and vibration, work surrounding.
6. **Tasks:** physical work, routine tasks, visual tests, complex systems.
7. **Communication**: within the team and between teams, work minutes and records, “be in the loop”/situation awareness, actuality, information processing.

8. **Human error**: models and theories on errors, error modes during maintenance, consequences of errors (i.e. accidents and incidents), prevention of and treatment/coping with errors.

9. **Hazards at the workplace**: perception and prevention of hazards, emergency treatment.

### 4.4 Conclusion

For the chemical industry nearly all topics are relevant. The following elements should be added:

10. **Ergonomics**: knowledge of man-machine interfaces, design.

11. **Human resource management**: recruiting and training, dealing with performance issues, motivation.

12. **Crisis management**: forecasting potential crises and planning how to deal with them, identifying the real nature of a current crisis, intervening to minimize damage, risk communication.

The following qualifications may be recommended:

**Table 3: Appropriate Human Factor Competence**

<table>
<thead>
<tr>
<th>Training Content</th>
<th>Regulatory body staff</th>
<th>Management</th>
<th>Employees</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regulation</td>
<td>Enforcement</td>
<td>Operational management</td>
</tr>
<tr>
<td>General</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Human performance and restrictions</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Human resource management</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Ergonomics</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Social psychology</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Performance shaping factors</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Workplace Environment</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Tasks</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Communication</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Human error</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Hazards at the workplace and RA</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Crisis Management</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
In the discussion it should become clear whether the above mentioned responsibilities requiring different competences in safety related human factor issues are those which are relevant to the chemical industry. Training needs and training programmes should be addressed as well.

4.5 Questions

1. Are the above mentioned groups of responsibilities those which are relevant?
2. Are the mentioned competencies those which are relevant?
3. Are there missing competencies?
4. Are the knowledge levels sense-making for the above mentioned groups?
5. THEMATIC SESSION 4: INTERFACES BETWEEN SAFETY SYSTEMS AND OPERATORS

Key objectives to be covered in the session

- Discuss how operator tasks in abnormal situations are identified and assessed when designing automatic safety systems: interlock, cut-off, shut-off, instrumented safety systems according to the IEC 61511 /7, 58, 59/ standard;
- Consider how the human skills are taken into consideration in this process;
- Describe how to prevent process alteration by operator activities to prevent automatic shut-offs causing out of design situations causing major accidents although an automatic safety system is installed;
- Make recommendation on interfaces between safety systems and operators.

5.1 Introduction

The design and reliability of safety systems (i.e. interlock-, shut-off-, cut-off-systems, safety instrumented systems and not control systems) and their interaction with the operators play a key role in making incidents become (major) accidents. Less attention has been paid to the fact that the interface between man and process is different in "abnormal situations" as compared with normal operation conditions, and affects the overall success. In abnormal situations the successful operation of safety systems has a very high priority and the prevention of major accidents will also depend on the quality of the interface between the safety systems and the operator. This session will discuss the strategies for developing 'efficient' interfaces between safety systems and operators based on the human factors knowledge.

For the preparation of this section of the discussion document the following sources were analysed:

- Regulations and technical standards
- Scientific literature from the field of psychology and human factors

5.2 Regulations and technical standards (IEC 61511, VDI/VDE 2180, NE 31)

The Seveso II directive /60/ is aimed at the prevention of major accidents and at the restriction of accident consequences for people and environment.

Article 9 of the Seveso II /60/ directive, concerning the safety report requires that in this document it is demonstrated that adequate safety and reliability have been incorporated into the design, construction, operation and maintenance of all plant and equipment.

IEC/EN61511/ /7, 58, 59/ transfers the concept of functional safety of the standard /EN61508/ /61/ specifically to the process industry sector. A safety instrumented system (SIS) encompasses all necessary components and subsystems – from sensor to actuator – for the performance of the safety instrumented function and integrates explicitly operating staff.

According to IEC 61511 the protection layer approach distinguishes three layers with different safety relevant functions of the operators:
From: IEC 61511 9.4 Requirements on the basic process control system as a protection layer

First (inner) level is the control and monitoring system.

The control and monitoring shall ensure the optimal and safe conditions of the process. Any failure of this layer shall not cause a major accident. As the figure shows the operators have two functions in this inner layer:

a) Process control

These means that the operators shall react skill- or rule-based on alarms from control or monitoring systems for the optimisation of the process conditions. Any failure shall not cause a major accident.

b) Supervision

The operator shall rule- or knowledge-based supervise the process i.e. correct the process conditions in abnormal situation with less or no suitable instrumentation.

The second (middle) level is the prevention system.

The figure shows only one operator function but in reality there are the same two functions, because the IEC 61511 considers low and high automated safety systems.
a) The operator is part of the safety function

This is relevant, if the safety systems of a plant are less automated, i.e. there may be only a sensor-transmitter-alarm system and it is the function of the operator to be transmitters and actor.

b) The Safety System is completely automated

This means that all possible major accidents are prevented by complete automated systems including the complete sensor-transmitter-actor chain. As a consequence only the supervision function is left for the operator.

The consequence is that there are (at least) two types of alarms with very different relevance for the prevention of major accidents:

1. Alarms to ensure optimal process conditions (Messages according to NAMUR) and safe process conditions
2. Alarms to prevent major accidents (i.e. critical Alarms).

This difference has to be regarded in debates on man-machine-interfaces especially the human centred alarm management.

In the frame of a defined safety-lifecycle-process (SLC) the standard requires a hazard and risk analysis (phase 1), to be able to derive the specification and the design of safety instrumented systems (phase 2…4). Other lifecycle-phases define assembly, validation, putting into operation, operation, maintenance and management of change (phases 5…7) and shut-down (phase 8).

According to IEC 61511-1” each phase of the safety life cycle shall be defined in terms of its inputs, outputs and verification activities” p.35. For the phases of the SLC “safety planning shall take place to define the criteria, techniques, measures and procedures to: ensure that the SIS safety requirements are achieved for all relevant modes of the process […] ; ensure proper installation and commissioning of the safety instrumented system; ensure the safety integrity of the safety instrumented functions after installation; maintain the safety integrity during operation (for example, proof testing, failure analysis); manage the process hazards during maintenance activities on the safety instrumented system” p.37. The safety life-cycle model used in IEC 61511 is shown in the figure 2 hereafter.

This document also covers the analysis, realization, and operation phases. It emphasizes the continuous functions of planning, management, assessment, and verification, which support the sequential components of life cycle structure.

The essential details of analyzing, designing, verifying, and documenting are discussed and defined in all safety standards. It is important for an organization to devote extra care to the essential Safety Life Cycle so as to ensure that the desired safety level is achieved.

The whole process of design, realization and maintenance of functional safety has to be organized with a safety management system. There are requirements for the safety related integration of human factors aspects covering the whole lifecycle:
Figure 2: The safety life-cycle model /7/

Table 4: Human Factors requirements

<table>
<thead>
<tr>
<th>paragraph in /EN61511-2/</th>
<th>HF-requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 Design of SIS(^7)</td>
<td>Human performance of operation and maintenance personnel as well as management is taken into account related to safety (man-machine-interface -MMI)</td>
</tr>
<tr>
<td></td>
<td>Qualitative and quantitative analysis of human reliability</td>
</tr>
<tr>
<td></td>
<td>Examples of human errors as safety threats:</td>
</tr>
<tr>
<td></td>
<td>- Latent design errors</td>
</tr>
<tr>
<td></td>
<td>- Errors during operation</td>
</tr>
<tr>
<td></td>
<td>- Errors during maintenance</td>
</tr>
<tr>
<td></td>
<td>- Errors during testing or interpretation of system state</td>
</tr>
<tr>
<td></td>
<td>- Inadequate reaction in emergency case</td>
</tr>
<tr>
<td>11.7 Interfaces</td>
<td>If an operators’ action is part of the safety instrumented function all requirements for the commission of the action have to be treated as part of the safety instrumented function</td>
</tr>
<tr>
<td></td>
<td>Ergonomic requirements for interfaces:</td>
</tr>
<tr>
<td></td>
<td>- Highlighting of safety instrumented elements vs operation related instruments</td>
</tr>
<tr>
<td></td>
<td>- Frequencies of display update during emergencies</td>
</tr>
<tr>
<td></td>
<td>- Colours, flashing lights and a clear data structure should support the operator and prevent confusion</td>
</tr>
<tr>
<td></td>
<td>- Messages should be clear, to the point and unambiguous</td>
</tr>
<tr>
<td>12.1 Requirement for the safety life cycle of software</td>
<td>Requirements for the ergonomic design of the software</td>
</tr>
<tr>
<td>13 Factory acceptance test</td>
<td>Participation of operating staff in the factory acceptance test</td>
</tr>
</tbody>
</table>

\(^7\) SIS- Safety Instrumented System, sicherheitstechnisches System (Schutzsystem)
These ergonomic requirements reflect only a part of the safety management system. Not treated are important features like training and maintenance of knowledge and skills of operating personnel, integration of contractors, influence of management, organizational structure, and motivation as part of the safety culture. Additional references have to be taken into account:

**Safety instrumented systems – programmable electronic system (VDI/VDE 2180 -1 /62/, p.10f)**

- Prevention oriented: prevention of non-tolerable states of the system
- Mitigation oriented: prevention of harm for people and environment.

The tasks of the safety instrumented systems are

- to monitor a safety relevant process parameter with respect to the admissible range of that process parameter
- and in case of non-conformity
- to release a trip
- or
- to alert the permanently present operating crew by an alarm signal to perform necessary and already well defined counter measures.

**Requirements for safety instrumented systems**

1. Check, whether other direct impacting installation could be more adequate or more efficient like inherent safe design or protection / redundancy (mechanical or constructive)
2. Necessary risk-reduction

**Namur Recommendation 31 /63/**

“Contrary to the tasks of basic process control systems the task of a safety instrumented system is exclusively limited to avoid that the process parameter will reach the non-admissible error range. In case of non-existence of the safety instrumented system a hazardous event is possible leading to personnel injury, significant hazard to the environment or a "serious hazard" according to the German legal regulation for incidents in industrial activities”.

The functions of a safety instrumented system always should override functions of basic process control systems and monitoring systems. The initialization of the functions of a safety instrumented system occurs seldom, because of the low probability of the hazardous event and because of the measures of the different protection layers. Common components, i.e. components used by the safety system as well as other systems, have to be specified according to the requirements of the safety instrumented systems which are summarized in the annex.

To operate a safety instrumented systems of class A **organisational** measures are required:

- Permanent monitoring by plant operators and instrument technicians
- Inspection (functional testing)
- Maintenance
- Repair
**German working group on Human Factors of the Störfall-Kommission /64/**

Loccum workshop results:

1. Pure technical measures for maintenance and enhancement of the safety of complex systems reached their limits (ironies of automation), only the joined integration of the technical, human and organizational components – taken their strengths and weaknesses into account – guarantees reliability and safety.

2. System development and –design have to take an approach committed to defined safety goals as integrated parts, overcoming of the technical and economic design approach by “obligation of results“-policy (socio-technical enlargement, precautionary philosophy of safety – integration of HF-aspects). Integrative and human-centred design has to follow latest standards in an interdisciplinary perspective.

3. “A consequent human factors oriented approach in design and for safety enhancement needs methods and tools“, for design (allocation of function between man-machine, ergonomic aspects, control, safety instrumented and alarm systems, procedures, risk analysis, event analysis, human resource and organizational change programmes, training and education).”

**Conclusions**

1. “System design for man-machine-interfaces should challenge the strengths of the human and compensate his weakness“ (technology as compensation for human weaknesses is necessary in high-hazard industries, but technology in its recent shape restricts the strengths of the human operator (solution finding, routine, monotony)

2. “System design should ensure that the operator will be able to improve the safety actively during unforeseen events“ (goal of enhancement and enlargement of competency, necessity of integration of system design and encompassing operator training)

**5.3 Literature research**

“We define automation as the execution by a machine agent (usually a computer) of a function that was previously carried out by a human.“ /65/, p. 231.

“Automation is any sensing, detection, information-processing, decision-making, or control action that could be performed by humans but is actually performed by machine.“ /66/.

In their framework for automation Parasuraman et al. /67/ discuss the questions at which stage of the information processing automation comes into play: sensory processing, perception /working memory, decision making or response selection, and on which level automation is realized (high vs. low). For the decision stage only a low automation level seems to be working.

According to Endsley and Kiris /68/ there are five stages of automation with the following roles (figure 2).
Sheridan /69/ discusses the following eight automation levels:

1. Computer offers no assistance: the human must do it all
2. Computer suggests alternative ways to do the task
3. Computer suggest one decision alternative and
4. ... executes it if the human approves
5. ... allows the human a restricted time to veto before automatic execution
6. ... executes automatically, then necessarily informs the human
7. ... executes automatically, then informs the human only if asked for
8. Computer selects, acts and ignores the human

Allocation of function in MMI

A typical solution is to say: allocate functions to the human for the tasks best suited to the human, allocating to the automation the task best suited to it. This is easy to say, but not so easy to do.

The ISO/TC 159/SC 1/WG 1 N 88 (2006) defines allocation of functions as “process of deciding how system functions shall be implemented, by humans, by equipment and/or hardware and/or software” and task allocation as “distribution of work tasks or work task elements between operators and systems”.

Criteria for the allocation of functions from a psychological perspective are:

- Complete tasks for operators /70/.
- Degrees of freedom for work conduction and decision – loose coupling (time and content) to technology /71/
- Use of existing qualifications – transparency of processes
- Ability to learn from experience
**Criteria for man-machine-interface-design**

1. **Cost-centred approaches**
   - Task are automated or left for the operator if the chosen solution is more economic
   - Minimization of costs of „human“ / technology
   - Economic perspective

2. **Technology-centred approaches**
   - All tasks which can be automated are automated
   - Reduction of the risk-factor „operator“
   - Reduction to non-automation tasks (*left-over principle* /72/)
   - Engineering perspective

3. **Skill-centred approaches**
   - Allocation of function according to relevant performance strengths
   - Optimization of performance (speed, precision)
   - MABA-MABA-list (men are better at- machines are better at)
   - Kompensationsgedanke (*compensatory principle* /72/)

4. **Human-centred approaches**
   - Operator and technology are a co-operative system which performance should be optimized
   - Operator and technology are complementary not compensatory,
   - Automated systems as „team-partner“ /73/ Optimization of system reliability /74/

These approaches are mainly focused on the direct interface and do not take interfaces to other operators, to the organisation or to the environment into account.

**Research results for problems caused by automation**

- One of the problems is the so called out-of-the-loop-unfamiliarity (OOTLUF) phenomenon which restricts the effectiveness of vigilance in observation and control and can lead to a loss of skills or to a loss of situation awareness /75/; /67/; /76/
- Loss of skills is higher for cognitive skills than for routine psycho-motoric skills, and can be reduced by regular training without automation
- Loss of situation awareness because of missing feedback, over-trust in automation or missing system knowlegde: "Situation awareness is formally defined as perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future“ /77/.
Correspondence between the level of automation and OOTLUF /78/ is not necessary. The way of implementation seems to be important, i.e. system transparency (information and feedback for perception, understanding and forecast of system state). The suggested solution is flexible automation, i.e. no static allocation, flexible change depending on defined criteria.

5.4 Conclusion

According to the standards on safety instrumented systems four different types of man-machine-interaction can be distinguished:

1. Human impact on safety instrumented systems during the whole lifecycle by design, maintenance, operation, quality management and supervision and control – like the four-eye-principle (independent checks)
2. Man-machine-interaction by monitoring of the safety instrumented system and response to faults.
3. Human impact via humans conceptualized as being “part of the safety instrumented system”, as being part of the safety function – either functioning as signal detection / information processing part or the actor part
4. Human impact by bypassing the safety instrumented system, planned or allowed, by manual operation

If the operator is part of the safety function:

1. a task analysis should be completed and there should be rules for emergencies;
2. the maximal credit for risk reduction by use of the operator in the safety function should be adjusted to IEC 61511/7/

It seems obvious that in the standards the operator is treated as a part of the safety function as discussed above, but that only a very few recommendations and requirements according to his potential impact are given, e.g. according to education, tasks and task design, training and necessary competence etc. It seems necessary to formulate requirements to prove the safety function of the man-machine-interface.

There is still a need to emphasise the four different types of human influence on the safety instrumented system as described above more explicitly in the standards and regulations. Furthermore there is a need to include the results of the research into existing regulation, especially the need for task-analysis, for ergonomic requirements, for education and training as well as safety culture improvements which have to be formulated and taken into account.

5.5 Questions

The discussion should cover topics like:

1. Are the four different types of Man-Machine-Interaction according to IEC 61511 well described?
2. How operator tasks in abnormal situations should be identified and assessed is the operator is part of the safety function?
3. How to consider human skills in this process?
4. Does it make sense to limit the credit to be taken from the operator as a part of the safety function by 10 as maximum achievable risk reduction?
5. How to inhibit process alteration by operator activities to prevent automatic shut-offs causing out of design situations causing major accidents although an automatic safety system is installed?
6. THEMATIC SESSION 5: HUMAN FACTORS IN ALARM MANAGEMENT

Key objectives to be covered in the session

- Explain considerations on how to take human factors into account in designing new alarm systems;
- Explain ways of evaluating and improving existing alarm systems of installations;
- Make recommendations on the sufficient support of the operator handling flood, suppression, prioritisation etc.

6.1 Introduction

According to the IEC 61511 there are messages and two types of alarms:

- **Monitoring System** - Messages
- **Control system** – **Alarms**
- **Safety System** – **Critical alarms** – operator action for prevention of major accidents
  - **SIS - Alarms** – operator supervision of the SIS

Parallel to the safety system exists the alarm system (i.e. alarms of the control and safety systems) and its interface with the operators involved in "abnormal situations". Design, modifications to, and maintenance of alarm systems should take human weaknesses into account as well as the ‘natural’ ability of operators to successfully control the course of events in abnormal situations and avoid a (major) accident. The aim of this session is to make recommendations on suitable alarm management.

For the preparation of this section of the discussion document the following sources were analysed:

- Regulations and technical standards
- Scientific literature

6.2 Regulation and technical standards

For the discussion of human factors in alarm management the following official documents seems to be relevant:

- HSE information sheet No 6: better alarm handling /79/
- HSE Human Factors Briefing Note No 9: Alarm Handling /80/
- Namur Worksheet 102: Alarm management /8/
- EEMUA Publication No 191: Alarm systems, a guide to design, management and procurement /81/

HSE concludes in the information sheet No 6 /79/ that a better alarm handling can have a significant effect on the safety, because it leads to a tighter quality control, improved fault diagnosis and more effective plant management by operators. For the diagnosis of problems related to alarms the following questions are suggested:

- How many alarms are there?
• Are all necessary, requiring operator action? (Process status indicators should not be designated as alarms)
• How many alarms occur during normal operation?
• How many occur during a plant upset?
• How many standing alarms are there?
• Are operators overwhelmed by alarm “floods”?
• Are there nuisance alarms, e.g. large numbers of alarms acknowledged in quick succession, or are audible alarm regularly turned off?
• Is alarm prioritisation helpful for operators?
• Do operators know what to do with each alarm?
• Are there control room displays well laid out and easy to understand?
• Is clear help available, written or on-screen?
• How easy is it to ‘navigate’ around the alarm pages?
• Are the terms used on screen the same as the terms the operators use?
• Have there been any critical incidents or near misses where operators missed alarms or made the wrong response?
• Is there a written policy/strategy on alarms?
• Is there a company standard on alarms?
• Is there a structured process for adding new alarms or modifying existing ones? (There is a tendency for hazard and operability studies (HAZOPs) to generate actions which result in a lot of ‘quick fix’ alarms being installed)
• How many new alarms did your last HAZOP produce and how were they justified?
• Can operators notice the alarms and correspond correctly to them? Was the impact on the overall alarm burden on operators considered?

The following recommendation and references are given: The long-term average alarm rate during normal operation should be no more than one in every ten minutes; and no more than ten displayed in the first ten minutes following a major plant upset (EEMUA guide /81/, p. 37). For an effective alarm prioritisation it is necessary to define rules and apply them consistently to each alarm, to use about three priorities, to base priorities on the potential consequences if operators fail to respond. The proportion of prioritisation should be 5% high priority, 15% medium and 80% low (/81/, p.65). According to operator reliability it is required that there are a very obvious display of the specific alarm, few false alarms, low operator workload, a simple well-defined operator response, well trained operators and a testing of the effectiveness of operators’ responses. An effective alarm system should alert, inform and guide operators, allowing them to diagnose problems, prevent unnecessary emergency shutdown, only display useful and relevant alarms, be ergonomically designed and allow enough time for the operator to respond as well as defined responses for each alarm.

In HSE Human Factors Briefing Note No 9 /80/ the following problems and solutions are presented:
### Table 5: Alarm handling (/80/, p.3)

<table>
<thead>
<tr>
<th>PROBLEM</th>
<th>POSSIBLE SOLUTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Masking - alarm sound is not heard above typical noise levels; alarm-drowns out communications - lit up alarm cannot be seen above typical lighting levels</td>
<td>Raise alarm volume to 10dB(A) above other workplace noise; allow operators to lower the volume of alarms once they have sounded. Make alarm bright enough for all expected conditions; use colour to highlight the alarm; accompany visual alarm with a sound</td>
</tr>
<tr>
<td>Flooding - more alarms than the operators can deal with are presented at once</td>
<td>System should be designed to filter out or suppress unnecessary alarms and to present alarms in priority order; operators may need clear procedures and training on how to prioritise their actions</td>
</tr>
<tr>
<td>Difficult to tell one alarm from another – sounds or lights are very similar</td>
<td>Use 'coding' (e.g. different sounds; pulsing of sounds; different colours; flashing) to show importance of alarms and group by the safety function to which they relate</td>
</tr>
<tr>
<td>Nuisance alarms - false alarms, 'fleeting' or standing alarms</td>
<td>Change set points, hysteresis or dead bands to make the system less sensitive to short duration unimportant fluctuations. When alarms are expected (e.g. during testing and maintenance) and these cannot be overridden, use tags to indicate they are being tested</td>
</tr>
</tbody>
</table>

### ORGANISATION / PROCEDURES

| Operators do not have enough time after the alarm commences to take the right action | Set the alarm levels to show the progress of an alarm situation e.g. a tank overfill alarm sounds at 'high' level then again at 'high high' level |
| Alarms are missed because the area where they appear is not constantly manned | Install 'repeater' alarms in several places; enforce manning of key operating areas |
| Operators experience other problems with alarms such as irrelevant and unimportant information being given or poor alarm names being used | Include operators in making suggestions about alarm problems and in suggesting solutions; check solutions against recommended guidance (see references) |
| Alarms are produced when a warning signal would do (alarm is attached to an event that is safety critical) | Alarms are designed against a risk assessment that identifies what plant conditions should produce an alarm |
| Alarms are in place because it is too difficult to automate the process - puts the responsibility on the operator to act | Design alarms according to good practice principles (see references) - beware not to overload the operator |

In the Namur Worksheet 102 /8/ the purpose is to set out a procedure for designing alarm management within a process control system with the following characteristics:

- "Demand for action depending on process status"
- Support for appropriate assessment of situations and operator intervention
- Easy recognition, transparency and consistency of messages and alarms
- Number and frequency of alarm and message signals kept to a minimum
- Low burden on operator when alarms or messages come up
An alarm should have the following characteristics: relevant, unique, timely, prioritized, understandable, diagnostic, advisory, focusing. Because of physiological and mental characteristics human beings are capable of differentiating between relative signals (shades of colours, sounds) and distinguish one from another, but do not show the same skills for absolute signals (specific colours, specific pitch of sounds, flash frequency), which reduces the variety of those that can be used (e.g. no more than 5-9 colours, 2 different flash rates, see also VDI 3699, IEC 73, DIN 2403). The provision of pre-processed information (meta-characters) has a positive effect on fast recognition and association.

Methods for alarm processing are: alarm grouping, filtering when generating alarms, first-event signal, and alarm suppression. It is suggested that the prioritization follows the criteria of a) consequence and b) time available for action. Prioritization should be colour-coded. The following prioritization matrix is suggested:

![Prioritization matrix](image)

In this prioritization matrix two implicit assumptions are covered: a) seriousness could be a major accident or an environmental damage and b) all systems with alarms have more or less automated shutdowns.

Prioritizations can be reached by volume for audible signals or by pulsation frequency and by colour or flash frequency for visible signals.

Types of visualization for alarms are:

- Alarm diagram for the area
- Alarm visualization via alarm list
- Alarms in process displays
- First event indication warning system

For a continuous improvement process, i.e. optimization, updating and organization of the alarm management the following functions are required:
• “Performance monitor for analysing the
  ▪ Number of alarm per alarm type, alarm signal, alarm source and unit type
  ▪ Number of process alarms of one alarm source per time unit, “wobby” alarms, permanent alarms
  ▪ Duration of alarm status
  ▪ Evolution of active alarm signals from one alarm source (alarm chains), evolution over duration of active/unacknowledged signal separated into time units
  ▪ Incidence of active/unacknowledged alarm signal times
  ▪ Duration of alarm acknowledgement
  ▪ Number of alarms that have returned unacknowledged
  ▪ Alarm resulting from operator intervention
  ▪ Operator intervention as a result of process alarm and following acknowledgement
• Audit trail for alarms, limit value warnings and suppressed alarms
• Access and authorization” /8/, p. 19

A careful documentation of important features as prioritization, grouping and situation-related alarm suppression is required.

In the EEMUA guide /81/ recommendations for alarm systems design activities are given:

• **Risk assessment** (development of a plant safety case, identification of the safety role of the operator, risk assessment to identify alarms to protect against safety, environmental or economic risks, review to identify alarms providing significant risk reduction)

• **Ergonomics** (identification of number of operators and their roles, overall design of operator interface, design of alarm interface)

• **Design of individual alarms** (review of proposed alarms not deriving from risk assessment, identification of alarms with special integrity or display requirements, completion of data from for each alarm, production of alarm response procedures, design of plant alarm sensors, design of hardware for conditioning individual alarm signals, installation of plant alarm sensors and signal conditioning)

• **Design integration** (rationalization of lists of proposed alarms, review of overall system design to meet key design principles, identification of required alarm processing functionality)

• **Alarm system configuration** (installation of alarm system hardware, configuration of alarm system hardware/software facilities, construction of alarm information database, configuration of hardware/software for individual alarms, configuration of alarm combination logic)

• **Testing and commissioning** (testing of alarm system facilities, testing of alarm sensors and signal conditioning, testing of individual alarm hardware/software configurations, evaluation of overall ergonomic acceptability, measurement of alarm system performance, determination of ongoing testing needs, optimization of operational performance)
Furthermore, elements of user-centred design are described, because the complete interface should be
designed reflecting best ergonomic practices as an integrated and usable system: design review, task
analysis, operator involvement, early ergonomics evaluation, on-going monitoring.

According to EEMUA /81/ attributes of a good alarm message are the following:

• Clearly identifies the condition that has occurred
• Uses terms that the operator is familiar with
• Uses consistent abbreviations from a standard site dictionary of abbreviations
• Has a consistent message structure
• Does not rely on the learning of tag names or numbers
• Has been checked for usability during actual plant operation

6.3 Scientific literature

The evaluation of the scientific literature yields only a few additional items. Smith et al. /86/ describe
a gap in safety management systems according to alarm handling: no clear identification of safety related
alarm, too many top priority alarms, no site alarm policy or philosophy, no records of assessing operator
competence, no performance specifications for alarm procurement. Dunn and Sands /87/ identify nuisance
alarms, stale alarms, flood of alarms and lack of clarity of alarms as problems related to alarm systems.
They present an alarm management lifecycle: philosophy, identification, rationalization, design,
implementation and training, operation, performance monitoring, maintenance, assessment, management
of change with three loops for maintaining and improving: monitoring and maintenance loop, monitoring
and management of change loop, assessment loop.

Honeywell /88/ identifies another problem: the fact that alarms actually are single-dimension
representations of what are often multi-dimensional problems.

Nimmo /89/ suggests two types of assessments for alarm management: a physical assessment of
performance in a range of scenarios and a ladder assessment of the management and cultural attributes
underlying the control of operations, including individual factors (situation awareness, teamwork, alertness
and fatigue, training and development, roles and responsibilities, willingness to act) and organizational
factors (management of operating procedures, management of change, continuous improvement of control
room safety, management of safety).

6.4 Conclusion

In this session recommendations on the consideration of the results of EEMUA /81/ and NAMUR /8/
in the OECD Guiding Principles /5/ should be presented and discussed, concerning relevant
recommendations as well as taking into account ergonomic requirements.

According to EEMUA /81/ four core principles should be regarded:

• **Usability**: Alarm systems should be designed to meet user needs and operate within the user’s
capabilities.

• **Safety**: The contribution of the alarm system to protecting the safety of people, the environment and
the plant should be clearly identified.
• **Performance monitoring**: The performance of the alarm system should be assessed during design and commissioning to ensure that it is usable and effective under all operating conditions. Regular auditing should be continued throughout plant life to confirm that good performance is maintained.

• **Investment in engineering**: Alarm Systems should be engineered to suitably high standards. When new alarm systems are developed (or existing systems are modified), the design should follow a structured methodology in which every alarm is justified and properly engineered.

Furthermore shall alarm systems help the operator:

- to correct potentially dangerous situations before the Emergency Shutdown System (ESD) is forced to intervene
- to recognise and act to avoid hazardous situations
- to prevent major accidents or limit its consequences.

Alarm Management should include:

1. Design of alarm systems, including risk assessment, structuring of alarms (prioritisation), reliability evaluation and evaluation of the consideration of ergonomic requirements
2. Documentation, validation, testing of the alarm system
3. Monitoring, verification, performance measurement and improvement programme
4. Management of change and decommissioning

1. **Alarm Systems Design**

Principles for alarm systems design are:

- The purpose of an alarm system is to direct the operators attention towards plant conditions requiring timely assessment or action.
- Each alarm should alert, inform and guide.
- Every alarm presented to the operator should be useful and relevant to the operator.
- Every alarm should have a defined response.
- Adequate time should be allowed for the operator to carry out his defined response.
- The alarm system should be explicitly designed to take account of human limitations.
- Every alarm should be justified, properly engineered and be consistent with the overall alarm philosophy and the plant risk assessment.
- The design of each alarm should follow a systematic structured procedure in which design decisions are documented.
- Stand alone systems can provide good reliability and can be designed so that critical alarms are very obvious and easy to recognise.
• The process control system should support the assessment of complex situations like more than one alarm is raised or failures of the emergency shut of systems or the alarm system.

• Alarm systems should be designed so that failures are made obvious to the operator. The operational implications of potential failures should be assessed, and considerations should be given to the need for operator procedures to cover them.

• Alarm list displays should be designed such that repeating alarms do not cause them to become unusable.

• An integrated design should be developed for all audible alarms in the control room. Human physiological performance factors must be borne in mind.

• The colours and visualization standards must be used consistently throughout the alarm system.

A fundamental issue when designing each alarm is to consider how important it is and how reliable it should be. To do this it is necessary to go through some form of qualitative and quantitative risk assessment.

The Principles for risk assessment are:

• Risk reduction should start with the initial plant design by selecting processes and plant configurations which have appropriate inherent safety.

• The design of alarm systems should involve a consideration of the risks of injury to people and damage to the environment, and a decision about which risks the alarms are intended to reduce.

• Even on highly automated plants with extensive automatic protection systems there almost certainly will be potential fault scenarios that require operator intervention. These scenarios should be identified and it should be determined whether and how the alarm system will support the operator in carrying out this corrective action.

• There is a limit to the amount of risk reduction which can be achieved using (critical) alarms even when the equipment is of the highest integrity.

• If an alarm system is not suitable for implementation and significant risk reduction is needed, then this should be obtained by alternative means (e.g. installing additional technology or process modification).

Alarm processing should support the operator by compressing information and giving interpretation support. It includes alarm grouping, filtering when generating alarms, first event signals and alarm suppression.

The Principles for structuring of alarm systems are:

• Availability of written rules on how priorities should be assigned. These should be applied consistently to all alarms in all systems used by the operator.

• In every alarm system the operator should not be overloaded with alarms presented by the chosen display arrangement – either in normal operation, start-up, changing process conditions or shut-down.
• It is usually appropriate to prioritise alarms according to two factors: the severity of the consequences that the operator could prevent by taking the corrective action associated with the alarm and the time available compared with the time required for the corrective action to be performed to have the desired effect.

• Experience has shown that the use of priority bands within any one type of display is ergonomically effective for the normal presentation of alarms. Definitions of alarm priority should be consistent across systems.

• Displays should be designed to assist the operator information so that the operator can easily access all key information even if the alarm system does become overloaded.

• In case of alarm overload the operator may be able to: select the alarm list display to show only high priority alarms and ignore all medium and low priority alarms or ignore all alarms on the process control system and only look at alarms on the stand-alone system.

• There are two parallel approaches that the designer should take to reduce the problems of alarm overload: Eliminate the alarm overload or improve the management of alarm overloads. Steps should be taken to ensure that the operator performs as effectively as possible during any overload incident that do occur nevertheless.

2. Documentation, validation, testing of the alarm system

For all credible accident scenarios the designer should demonstrate that the total number of alarms and their maximum rate of presentation do not overload the operator. The following points should be regarded:

• Each and every alarm should be covered by a written (or on screen) alarm response procedure which should assist the operator in identifying and carrying out the necessary response. Many alarms may have a very similar response and may be covered by a general procedure. However, for critical alarms an individual procedure per alarm is generally justified.

• All alarm settings should be systematically determined and documented during design, commissioning and operation. All changes should be documented with reasons.

• A strategy should be developed for the validation and testing of alarm systems. Validation and testing shall be carried out where an alarm is critical. There should be written procedures. The procedures should specify realistic tolerances on the point at which an alarm should become active.

3. Monitoring, verification, performance measurement and improvement programme

Alarm management is not a one-off exercise. It needs to be evaluated continuously or at reasonable intervals. Alarm systems performance should be regularly checked especially to ensure that alarm overload is not occurring.

• Measurement of the performance of an alarm system can be used: as performance targets for the acceptability of a new alarm system, to assess the adequacy of an existing alarm system, as management tools for assessing the effectiveness of an on-going improvement programme, to identify specific nuisance alarms.
• Usability benchmarks may help in the assessment of whether the operator will find the alarm system easy to work with.

• A review programme should be set up to identify spurious or badly designed alarms and to re-engineer them. The review should ultimately cover every alarm in the system.

• A powerful tool for achieving alarm system improvement is to assign the task to specific teams. The operators and supervisors should be involved deeply in any programme to improve alarm systems.

• Performance should be audited, overload incidents should be identified and steps should be taken to minimise their frequency.

4. Management of change and decommissioning

There should be defined procedures to control changes to the alarm system including decommissioning of parts of it. Thus all proposed changes should be fully analysed, their consequences should be determined, and agreed changes should be recorded with reasons.

6.5 Questions

1. Is the overall structure of the proposed recommendations suitable?
2. Are relevant chapters or overall subjects missing?
3. Are general modifications due to existing legislation, standards or practices required?
4. Are relevant recommendations e.g. of Namur, EEMUA etc. missing?
5. Are modifications of significant relevance of the proposed recommendations required?
6. What are the barriers and further problems related to alarm management?
7. What are the barriers and further problems to consider beside technical and information processing factors those which are more “soft” like teamwork and organizational factors?
8. How can the numbers according to human perception and progressing reported in Namur or EEMUA be validated?
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# APPENDIX I

Table 6: Descriptions of “Cause Human” in the MARS database

<table>
<thead>
<tr>
<th>MARS Database</th>
<th>Cause Human</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>accidental inversion</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>act of negligence</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>arson (sabotage action), inadequate safeguarding</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>checking erroneously</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>confusion</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>control error, failure to control</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>defective information system</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>defective work permit system</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>disregard of the risk</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>erroneous manoeuvring</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>erroneous mixture</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>erroneous operation</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>external manipulation</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>failure of supervision</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>failures were not noticed</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>forgotten, human error of omission</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>handling error</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>hazards underestimated</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>human error during repair / maintenance</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>inadequate maintenance works</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>inadequate operation procedures</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>inadequate plant design</td>
<td>3</td>
</tr>
<tr>
<td>23</td>
<td>inadequate procedures</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>inadequate process analysis</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>Inadequate safety education of operators</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>inadequate training/instruction</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>inappropriate action</td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>inappropriate design of plant/equipment/system</td>
<td>1</td>
</tr>
<tr>
<td>29</td>
<td>incorrect operation</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>ineffective control</td>
<td>1</td>
</tr>
<tr>
<td>31</td>
<td>instruction wasn’t followed by the operator</td>
<td>1</td>
</tr>
<tr>
<td>32</td>
<td>instructions have not been respected</td>
<td>1</td>
</tr>
<tr>
<td>33</td>
<td>insufficient maintenance procedures</td>
<td>1</td>
</tr>
<tr>
<td>34</td>
<td>insufficient operational procedures</td>
<td>4</td>
</tr>
<tr>
<td>35</td>
<td>insufficient testing/inspection procedures</td>
<td>1</td>
</tr>
<tr>
<td>36</td>
<td>insufficient training</td>
<td>3</td>
</tr>
<tr>
<td>37</td>
<td>interchange</td>
<td>1</td>
</tr>
<tr>
<td>No</td>
<td>Description</td>
<td>Frequency</td>
</tr>
<tr>
<td>----</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>38</td>
<td>lack of coordination</td>
<td>1</td>
</tr>
<tr>
<td>39</td>
<td>lack of maintenance</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>loose of control</td>
<td>1</td>
</tr>
<tr>
<td>41</td>
<td>loss of operational process control</td>
<td>1</td>
</tr>
<tr>
<td>42</td>
<td>malicious act</td>
<td>1</td>
</tr>
<tr>
<td>43</td>
<td>mistake (of the operator)</td>
<td>4</td>
</tr>
<tr>
<td>44</td>
<td>misunderstanding</td>
<td>1</td>
</tr>
<tr>
<td>45</td>
<td>not completely degasified</td>
<td>1</td>
</tr>
<tr>
<td>46</td>
<td>not fastened</td>
<td>1</td>
</tr>
<tr>
<td>47</td>
<td>not informed</td>
<td>1</td>
</tr>
<tr>
<td>48</td>
<td>operation against regulations</td>
<td>1</td>
</tr>
<tr>
<td>49</td>
<td>operator error</td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>operator's mistake during demolition of installation</td>
<td>1</td>
</tr>
<tr>
<td>51</td>
<td>over-charge</td>
<td>1</td>
</tr>
<tr>
<td>52</td>
<td>overfilling</td>
<td>1</td>
</tr>
<tr>
<td>53</td>
<td>overpressurization</td>
<td>1</td>
</tr>
<tr>
<td>54</td>
<td>procedures were not fully applied</td>
<td>1</td>
</tr>
<tr>
<td>55</td>
<td>safety procedures were not suitable</td>
<td>1</td>
</tr>
<tr>
<td>56</td>
<td>storage mistakes</td>
<td>1</td>
</tr>
<tr>
<td>57</td>
<td>terroristic action (sabotage).</td>
<td>2</td>
</tr>
<tr>
<td>58</td>
<td>too long delay in reacting</td>
<td>1</td>
</tr>
<tr>
<td>59</td>
<td>untimely (wrongly) opened</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>violation of procedures</td>
<td>1</td>
</tr>
<tr>
<td>61</td>
<td>wrong connection</td>
<td>1</td>
</tr>
<tr>
<td>62</td>
<td>wrong handling / (manipulation)</td>
<td>4</td>
</tr>
<tr>
<td>63</td>
<td>wrong inertization</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>wrong loading</td>
<td>1</td>
</tr>
<tr>
<td>65</td>
<td>wrong manipulation</td>
<td>1</td>
</tr>
<tr>
<td>66</td>
<td>wrong mixing operation</td>
<td>1</td>
</tr>
<tr>
<td>67</td>
<td>wrong performance of a venting operation</td>
<td>1</td>
</tr>
<tr>
<td>68</td>
<td>wrong removal</td>
<td>1</td>
</tr>
<tr>
<td>69</td>
<td>wrongly operated</td>
<td>1</td>
</tr>
<tr>
<td>70</td>
<td>wrongly set rupture pressure</td>
<td>1</td>
</tr>
<tr>
<td>71</td>
<td>wrongly shut</td>
<td>1</td>
</tr>
<tr>
<td>72</td>
<td>wrongly supplied</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td><strong>Sum</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>
Table 7: NRC Coding Scheme

<table>
<thead>
<tr>
<th>Categories</th>
<th>Areas</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T</strong> Training</td>
<td>T1 Initial</td>
<td>100 Training LTA</td>
</tr>
<tr>
<td></td>
<td>T2 Continuing/requalification</td>
<td>101 Training process problem</td>
</tr>
<tr>
<td></td>
<td>T3 On-the-job training</td>
<td>102 Individual knowledge LTA</td>
</tr>
<tr>
<td></td>
<td>T4 Simulator training</td>
<td>103 Simulator training LTA</td>
</tr>
<tr>
<td><strong>P</strong> Procedures and Reference Documents</td>
<td>P1 General operating</td>
<td>110 No procedure/reference documents</td>
</tr>
<tr>
<td></td>
<td>P2 Abnormal/off normal/alarm condition</td>
<td>111 Procedure/reference document technical content LTA</td>
</tr>
<tr>
<td></td>
<td>P3 Emergency (EOPs &amp; ERPs)</td>
<td>112 Procedure/reference document contains human factors deficiencies</td>
</tr>
<tr>
<td></td>
<td>P4 Reactivity control</td>
<td>113 Procedure/reference document development and maintenance LTA</td>
</tr>
<tr>
<td></td>
<td>P5 Maintenance/modification</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>P6 Surveillance/calibration/test</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>P7 Chemical/radiochemical</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>P8 Refuelling</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>P9 Administrative</td>
<td>118</td>
</tr>
<tr>
<td></td>
<td>P10 Licensing Documents</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td>P11 Special</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>P12 Other</td>
<td>121</td>
</tr>
<tr>
<td><strong>F</strong> Fitness for Duty</td>
<td>F1 Drugs</td>
<td>122 Behavioural observation LTA</td>
</tr>
<tr>
<td></td>
<td>F2 Alcohol</td>
<td>123 Self-declaration LTA</td>
</tr>
<tr>
<td></td>
<td>F3 Mental/emotional</td>
<td>124 Training missing/LTA</td>
</tr>
<tr>
<td></td>
<td>F4 Fatigue</td>
<td>125 Work hour control</td>
</tr>
<tr>
<td></td>
<td>F5 Unknown/other</td>
<td>126 Task design/work environment</td>
</tr>
<tr>
<td><strong>O</strong> Oversight</td>
<td>O1 Oversight</td>
<td>127 Circadian factors/individual differences</td>
</tr>
<tr>
<td><strong>R</strong> Problem Identification and Resolution</td>
<td>R1 Problem identification</td>
<td>128 Non-compliance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>129 Impairment</td>
</tr>
<tr>
<td></td>
<td>R2 Problem evaluation</td>
<td>130 Inadequate supervision/command and control</td>
</tr>
<tr>
<td></td>
<td>R3 Problem resolution</td>
<td>131 Management expectations or directions LTA</td>
</tr>
<tr>
<td></td>
<td>R4 Corrective action program</td>
<td>140 Problem not completely or accurately identified</td>
</tr>
<tr>
<td></td>
<td>R5 Safety conscious work environment</td>
<td>141 Problem not properly classified or prioritized</td>
</tr>
<tr>
<td><strong>C</strong> Communication</td>
<td>C1 Oral</td>
<td>142 Operating experience (OE) review LTA</td>
</tr>
<tr>
<td></td>
<td>C2 Written</td>
<td>143 Tracking/trending LTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>144 Audit/self-assessment/effectiveness review LTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>145 Causal development LTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>146 Evaluation LTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>147 Individual corrective action LTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>148 Action not yet started or untimely</td>
</tr>
<tr>
<td></td>
<td></td>
<td>149 No action planned</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150 Programmatic deficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>151 Willingness to raise concerns LTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>152 Preventing and detecting retaliation LTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>160 No communication/information not communicated</td>
</tr>
<tr>
<td></td>
<td></td>
<td>161 Communication LTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>162 Communication equipment LTA</td>
</tr>
</tbody>
</table>
Examples of CSB reports of accidents with human contribution:

1. **Fire at Formosa Plastics Corporation, Point Comfort, Texas, October 6, 2005**

   - A worker driving a fork truck towing a trailer under a pipe rack backed into an opening between two columns to turn around.
   - When the worker drove forward, the trailer caught on a valve protruding from a strainer in a propylene piping system.
   - The trailer pulled the valve and associated pipe out of the strainer, leaving a 1.9-inch diameter opening.
   - Pressurized liquid propylene (216 psig) rapidly escaped through the opening and partially vaporized creating both a pool of propylene liquid and a rapidly expanding vapour cloud.
   - Control room operators saw the vapour cloud on a closed circuit television and began to shut down the unit.
   - Outside operators tried unsuccessfully to reach and close manual valves that could stop the release.
   - The vapour cloud ignited.
• A large pool fire burned under the pipe rack and the side of an elevated structure that supported a number of vessels, heat exchangers, and relief valves.
• The fire was extinguished about five days after the start of the incident.


A chemical reaction caused an explosion when the [nitric] acid was combined with lacquer thinner from another container.

Root Causes:

• There was no compiled list of hazardous chemicals present in the facility.
• Containers of wastes and certain chemicals onsite were not labelled.
• Employees received no formal training on the hazards of specific chemicals in the workplace.
• Material safety data sheets were unavailable to the workforce.
• Waste materials were mixed without being identified or characterized, and no effort was made to determine compatibility among materials.
• Employees received no formal training on proper hazardous waste management practices.


Root Causes:

• West Pharmaceutical Services, Inc. did not perform an adequate engineering assessment of the use of powdered zinc stearate and polyethylene as antitack agents in the rubber batchoff process.
• The company’s engineering management systems did not ensure that relevant industrial fire safety standards were consulted.
• The company’s management systems for reviewing MSDSs did not identify combustible dust hazards.
• The hazard communication program at the Kinston facility did not identify combustible dust hazards or make the workforce aware of such.
APPENDIX II

INSAG key issues in safety culture (/47/, p. 5ff)

Commitment

“Commitment to safety and to the strengthening of safety culture at the top of an organization is the first and vital ingredient in achieving excellent safety performance. This means that safety (and particularly nuclear safety) is put clearly and unequivocally in first place in requirements from the top of the organization, and there is absolute clarity about the organization’s safety philosophy. However, true commitment to the enhancement of safety means more than writing a policy statement and mentioning the importance of safety in speeches by senior staff. Although these are vital steps, most people are adept at spotting mismatches between fine words and reality. Commitment means not only providing leadership but also developing, in partnership with staff and their representatives, the means of translating the safety goals of the organization into day to day reality. This latter step provides the visible evidence that aspirations are really held. It means genuinely devoting time and resources to safety and requires that senior managers are trained and, in particular, have the necessary competence in matters relating to nuclear safety” /47/, p.5.

Use of procedures

“Management systems require clearly written procedures that are fit for their purpose to control all aspects of nuclear and radiological safety. However, there is a great difference between having excellent procedures on paper and having procedures that are understood and applied consistently and conscientiously by all staff. There is a need for balance in the number and extent of procedures. They should identify and address the main risks and be intelligible and of relevance to those who will use them. In particular, the rules and procedures, reinforced by training, need to bring out clearly to the workforce the reasons for particular requirements, since only then will the procedures pass the test of relevance required by the operator if he or she is to be fully committed to their use. In other words, it is essential that employees’ perceptions of risk are such that the requirements placed upon them are seen to be necessary and relevant. If procedures are not valued, shortcuts or ‘work-arounds’ will begin to be practised. This could lead to further degradation of safety standards, since working around a requirement which is not a prime safety requirement can quickly lead to a culture in which even vital and fundamental safety procedures are no longer viewed as sacrosanct. The important conclusion from this is that simple intelligible procedures should be in place for work which needs to be controlled. These procedures ought to be in a form that can be used directly at the place of work.” /47/, p.6.

Conservative decision making

“INSAG-4 [1] referred to a questioning attitude and a rigorous and prudent approach. Well tested systems relying on defence in depth and supported by procedural requirements will protect employees and the public from radiation hazards. It is easy, therefore, for the workforce to develop the attitude that safe conditions are provided for them by others, and that events at other plants are exceptional and isolated and could not occur at their plant. It is therefore essential that everyone connected with nuclear safety be constantly reminded of the potential consequences of failing to give safety absolute priority. Most incidents and accidents in the nuclear industry have occurred because someone has failed to take the relevant precautions or has failed to consider or question in a conservative way decisions that they have made or the steps which were taken to implement them. In practice, it is important that there should be a requirement for each individual or team to stop and review safety before starting a piece of work or beginning to carry out a procedure. Various techniques have been developed, including the STAR (stop, think, act, review) principle. They all have one feature in common: the need to be conservative in safety related matters by
staff checking their understanding of a situation (and if necessary seeking more information or advice) and by assuming that the worst could happen. To take a conservative course of action is not always easy, particularly when there are operational pressures, and this is when an organization’s priorities have to be clear and genuinely accepted. To develop and reinforce this culture, employees should be praised if they stop work or do not approve modifications because there is a reasonable doubt about the safety implications.” /47/, p.7.

**A reporting culture**

“Failures and ‘near misses’ are considered by organizations with good safety cultures as lessons which can be used to avoid more serious events. There is thus a strong drive to ensure that all events which have the potential to be instructive are reported and investigated to discover the root causes, and that timely feedback is given on the findings and remedial actions, both to the work groups involved and to others in the organization or industry who might experience the same problem. This ‘horizontal’ communication is particularly important. Near misses are also very important because they usually present a greater variety and volume of information for learning. To achieve this, all employees need to be encouraged to report even minor concerns. This raises the important question of ‘blame free’ reporting. If employees are to report near misses, they must believe that these reports are valued and that they and their colleagues will not be penalized or disciplined as a result of coming forward to make them. There will, of course, be situations in which some action needs to be taken in relation to an individual as a result of an incident. One example would be a willful act; another, the deliberate contravention of a procedure which is known to be workable, intelligible and correct. Sometimes retraining may be necessary. A more difficult issue arises when a conscientious worker makes repeated mistakes which cannot be corrected by coaching and retraining. However, in a good reporting culture, it is accepted that it is the failure to report any issue that may adversely affect safety which is unacceptable. A good reporting culture will be regarded by staff as ‘just’ and will be built on an atmosphere of trust. This open and responsive approach to reporting and following up also has implications for regulators. For example, they may become aware of a greater number of ‘failures’ reported by the operating organization as such a system is developed and may be tempted to take action as a result. It is vital that a balanced view be taken, however, since overreaction could stifle developments which in the longer term will lead to real and sustainable enhancements in safety.” /47/, p.8.

**Challenging unsafe acts and conditions**

“Nearly all events, ranging from industrial and radiological accidents, incidents and near misses to failures affecting nuclear safety, start with an unintentionally unsafe act or an unacceptable plant condition or process. These have often been latent and have gone undetected or been treated as ‘custom and practice’ and therefore been ignored. Then, in combination with another challenge to the system, a further more significant failure occurs. Minimizing existing latent shortcomings in working practices or plant conditions is therefore vital in avoiding more serious events. Minimizing latent shortcomings requires knowledge on the part of plant employees and contractors about why specific safety systems and requirements are in place, and about the importance of each item of plant in contributing to safety. Not only should they be suitably qualified and experienced for their particular areas of specialization, but they must be encouraged to challenge potentially unsafe practices and identify deficiencies wherever and whenever they encounter them. In addition to knowledge about the safety significance of plant, systems and procedures, they must be helped to develop the confidence to challenge others if they observe shortcomings in safety performance. This needs to be done in a constructive way and combined with praise for good safety performance. Regulators, also, should be aware of why safety systems and requirements defined by plant management are in place, and why they are important. Regulators must also be particularly careful to ensure regulatory actions taken to correct deficiencies do not impede continued improvements in safety culture. For example, employees must still ‘own’ their procedures and the procedures must continue to be seen by employees as
being fit for their purpose. Failure to challenge, particularly by managers and supervisors, not only fails to eliminate the particular shortcoming in performance which has been observed, but also creates a culture in which failures, oversights and shortcuts become the norm. This is well captured by the phrase ‘to tolerate is to validate’.” /47/, p.9.

**The learning organization**

“If an organization stops searching for improvements and new ideas by means of benchmarking and seeking out best practice, there is a danger that it will slip backwards. A learning organization is able to tap into the ideas, energy and concerns of those at all levels in the organization. Enhancements in safety are sustained by ensuring that the benefits obtained from improvements are widely recognized by individuals and teams, and this in turn leads to even greater commitment and identification with the process of improving safety culture. Ideally, all employees are involved in proactively contributing ideas for improvement, and are encouraged to become aware of what world class performance in terms of safety means in their jobs. They contribute not because they are told to do so but because they want to do so. To do this, staff need to be given the opportunity to compare how they do things with how other workers do, so that they are aware of what constitutes excellence in their field of work. To generate a sense of achievement, they need to be enabled themselves to carry out, wherever it is safe and sensible for them to do so, the improvements which they have identified, and to do so with the evident encouragement and the full backing of management. It is necessary to provide mechanisms to enable experience and ideas to be transferred within the organization. It is also necessary to have formal systems for monitoring and providing feedback to management so that they know the effectiveness of the improvements that have been carried out and for ensuring that the organization retains ‘corporate memory’ of why and how improvements have been made. Although employees often concentrate initially on industrial safety and issues relating to plant conditions, involvement in and commitment to the improvement process is likely to lead to a wider appreciation of issues of nuclear safety and environmental issues, and to have broader benefits for the business in promoting a culture of active involvement and teamwork. Schemes which encourage staff to provide ideas for improvement are valuable. Sometimes they can lead to either a team being rewarded or donations being made to good causes. However, experience shows that such schemes tend to lose momentum and to become less effective with time. More sustainable approaches involve encouraging staff to work as teams and continually to seek improvements by identifying prioritized actions to enhance safety in their own work areas.” /47/, p.10.

**Underpinning issues: communication, clear priorities and organization**

“In addition to the specific issues discussed earlier, there are three prerequisites which underpin all of these questions. The first is that of establishing good communication about safety issues. This involves the three elements of communication: transmission, reception and verification. Various methods can be valuable, from oral team briefings to dedicated written safety communications, but there is little doubt that face to face communication, achieved with high visibility of managers and supervisors at the place of work, has the greatest effect. It is sometimes found that, even when managers are able to provide evidence that they have transmitted a message concerning safety, it is the perception of employees that they have not received adequate information or that they do not recognize its significance to them. This means that the form of transmission is inappropriate, that there is insufficient clarity or that the message is not being welcomed by those receiving it. It is thus important to check that messages not only have been sent but also have been received and understood, and are being acted upon. It is also important to ensure that communication with regulatory bodies is carried out using the same principles. The second issue is that of ensuring that a sense of reality is retained about what can be achieved and on what timescales. Many programmes of safety enhancement have faltered because of a failure to deliver agreed objectives. The key prerequisite here seems to be one of prioritization. Providing ‘wish lists’ of improvements, which are not delivered or are only partly implemented because clear priorities have not been agreed, not only fails to deliver real
improvement but also encourages cynicism and a feeling of initiative overload, and ultimately results in a
loss of momentum in the process of safety enhancement. In discussions with staff and contractors, it is
important that realistic objectives and timescales are set, and that efforts to achieve these are then properly
resourced. Plans for enhancement or improvement need to be prioritized, with feedback to regulatory
bodies and employees on why certain activities have been selected for implementation while others have
not been given the same priority. One important way of signalling intent and providing a vehicle for
change is the deployment of a plan to improve safety. To be effective this must be prioritized, reflect any
changes in priority (i.e. be a living document) and, very importantly, be developed and widely shared with
the workforce. It is also vital that such a plan should identify measures of success and be clear about
timescales and accountabilities. The third underlying issue is that of achieving and maintaining clarity about
the organizational structure and accountability for what is to be done. People need to know what their task
is in the organization, and how their skills and knowledge are to be used in achieving and maintaining its
goals. All team members need to know and respect the inputs expected of the other members, and of those,
such as contractors, who are working alongside them. This is particularly important in periods of rapid
organizational change.” /47/, p.11ff.
APPENDIX III

Namur Empfehlung (Namur recommendation) 31 – Most Relevant Recommendations

Requirements for safety instrumented systems

In particular definitions have to be made for (NE 31):

- Safety objective
- Function of the safety instrumented system
- Conceptual process design (Principle)
- Nature and frequency of the scheduled functional testing
- Other organizational measures (for instance scheduled maintenance)

The necessary risk reduction to meet the tolerable risk level and the safety related availability of the safety instrumented system have to be taken into consideration when defining the safety instrumented system.

“Basic requirements:

The safety instrumented system class A has to be designed and operated in such a way that in case of one covert fault assumed to be probably to occur within the protective equipment the scope of protection is still achieved.”

The safety related availability has to be selected in such a way that even in case of a covert fault the risk (R) to be covered is reduced below the risk limit (Rl) down to the remaining risk (Rr).

The safety related availability of protective systems depends on

- the failure rate due to covert faults,
- average time for detection and eliminating covert faults,
- degree of redundancy of the safety instrumented system

Fundamentals

- Proven and reliable equipment and installation techniques have to be selected, the safety instrumented system has to be simple and clear. The effects of faults (for instance consecutive faults within the safety instrumented system) have to be limited as much as possible by suitable fault suppression barriers
- Harmful influences by environment and by the product such as: Vibration, mechanical impact or stress, temperature influence, corrosion, contamination, fouling, electromagnetic influence have to be taken into account.
- The principle of normally closed contacts has to be applied as often as possible and one has to make use of the fail safe properties of the equipment (for instance final control elements with fail safe position by means of a spring)
• If safety instrumented systems share equipment with Basic process control systems and monitoring systems the following criteria have to be applied: the protective function overrides all other functions, the design of this equipment should be governed by the rules for the design of safety instrumented systems, in accordance with the safety problem the measurement of the safety related process value, the signal treatment and the actuation of the protective function has to be accurate and fast enough.

• The measuring range for the safety related process value has to be selected in such a way that it provides a sufficient resolution. The limit values should be so distant from the end of the range that in case of erroneous measurements within the tolerable limits a reliable resolution can be guaranteed.

• The correct adjustment of the limit values has to be protected against involuntary manipulation.

• Any automatic restart after a reaction of the safety instrumented system should normally be blocked.

• All essential components of the safety instrumented system should be accordingly tagged in the documentation, in the field, in the switchgear room and in the control room, in order to draw attention to its special service, whenever an intervention in the plant is necessary.

Functional testing is required to detect covert faults. The check procedure must contain indications of the specified status and reactions of the safety instrumented system as well as a description of the features and functions to be checked. In particular indications of limit values, ranges and other specified characteristics like travel time of valves, delay times for initiating signals or similar features which are essential to fulfil the protection task, belong to this content. The sequence of checks to be performed shall be described in a manner easily understandable to the checking personnel. The check procedure has to be agreed upon between the plant management and the specialists of the instrument department. The limit values have to be provided to the instrument department the plant management in written form.

The frequency of functional testing procedures shall be determined in the general safety review. Due to the difference in availability it may be necessary to check parts of the system more frequently than others. If no comparable experience is available, the check frequency has to be set appropriately high. If a sufficient safety related availability results from the checks, the check frequency can be decreased over the time the plant is operating. As a minimum in analogy to prevailing and pertaining technical rules a check of the total safety instrumented system from sensor to actuator has to be performed once a year (Source: AD-Merkblatt A6, TRbF).

A check has also to be performed after a longer shut-off of the plant and after any repair of the safety instrumented system. Any measures of inspection, maintenance and repair of safety instrumented systems must be documented (see also § 2 (2) of German legal regulation for incidents in industrial activities). Particularly functional testing must be documented with the following information as a minimum:

- Name of the object which has been checked
- Result of check and details of repair if any
- Date of the check Signature of the person who carried out the check
- Signature of the plant operator

IEC/EN/DIN 61511 – Required Consideration of Human Factors – Contents and requirements of IEC 61511 with respect to Operator action, consideration of HF and HF-SIS-interfaces

IEC 61511 consists of the following parts, under the general title “Functional safety: Safety Instrumented Systems for the process industry sector”: 

115
Part 1: Framework, definitions, system, hardware and software requirements

Part 2: Guidelines in the application of IEC 61511-1

Part 3: Guidance for the determination of the required safety integrity levels

**IEC 61511-1**

1 **Scope**

...In particular this standard...

w) requires that the design of a safety instrumented function takes into account human factors;

x) does not place any direct requirements on the individual operator or maintenance person.

3.2.72 safety instrumented system (SIS)

Note 5: When a human action is a part of an SIS, the availability and reliability of the operator action must be specified in the SRS and included in the performance calculations for the SIS. See IEC 61511-2 for guidance on how to include operator availability and reliability in SIL calculations.

5.2.2.2 Competence of persons

As a minimum, the following items should be addressed when considering the competence of persons, departments, organizations or other units involved in safety lifecycle activities:

a) engineering knowledge, training and experience appropriate to the process application;

b) engineering knowledge, training and experience appropriate to the applicable technology used (e.g., electrical, electronic or programmable electronic);

c) engineering knowledge, training and experience appropriate to the sensors and final elements;

d) safety engineering knowledge (e.g., process safety analysis);

e) knowledge of the legal and safety regulatory requirements;

f) adequate management and leadership skills appropriate to their role in safety lifecycle activities;

g) understanding of the potential consequence of an event;

h) the safety integrity level of the safety instrumented functions;

i) the novelty and complexity of the application and the technology.

11.3 Requirements for system behaviour on detection of a fault

Where the above actions depend on an operator taking specific actions in response to an alarm (e.g. opening or closing a valve), then the alarm shall be considered part of the safety instrumented system (i.e. independent of the BPCS).

Where the above actions depend on an operator notifying maintenance to repair a faulty system in response to diagnostic alarm, this diagnostic alarm may be a part of the BPCS but shall be subject to appropriate proof testing and management of change along with the rest of the SIS.
Note: The specified action (fault reaction) required to achieve or maintain a safe state should be specified in the safety requirements (see 10.3). It may consist, for example, of the safe shut-down of the process, or of that part of the process which relies, for risk reduction, on the faulty subsystem or other specified mitigation planning.

11.7.1 Operator interface requirements

11.7.1.1

Where the SIS operator interface is via the BPCS operator interface account shall be taken of credible failures that may occur in the BPCS operator interface.

11.7.1.2

The design of the SIS shall minimize the need for operator selection of options and the need to bypass the system while the unit is running. If the design does require the use of operator actions, the design should include facilities to protect against operator error.

Note: If the operator has to select a particular option, there should be a repeat confirmation step.

11.7.1.3

Bypass switches shall be protected by key locks or passwords to prevent unauthorized use.

11.7.1.4

The SIS status information that is critical to maintaining the SIL shall be available as part of the operator interface. This information may include:

- where the process is in its sequence;
- indication that SIS protective action has occurred;
- indication that a protective function is bypassed;
- indication that automatic action(s) such as degradation of voting and/or fault handling has occurred;
- status of sensors and final control elements;
- the loss of energy where that energy loss impacts safety;
- the results of diagnostics;
- failure of environmental conditioning equipment which is necessary to support the SIS.

11.7.1.5

The SIS operator interface design shall be such as to prevent changes to SIS application software. Where safety information needs to be transmitted from the BPCS to the SIS then systems should be used which can selectively allow writing from the BPCS to specific SIS variables. Equipment or procedures should be applied to confirm the proper selection has been transmitted and received by the SIS and does not compromise the safety functionality of the SIS.
Note 1: If the options or bypasses are selected in the BPCS and downloaded to the SIS then failures in the BPCS may interfere with the ability of the SIS to function on demand. If this can occur then the BPCS will become safety related.

Note 2: In batch processes a SIS may be used to select different set points or logic functions depending on the recipe being used. In these cases the operator interface may be used to make the required selection.

Note 3: Provision of incorrect information from the BPCS to the SIS shall not compromise safety.

IEC 61511-2

8.2.1 Requirements for hazard and risk analysis (guidance to IEC 61511-1 only)

When considering the frequency of demands it may be necessary in some complex cases to undertake a fault tree analysis. This is often necessary where severe consequences only result from simultaneous failure of more than one event (e.g., where relief headers are not designed for worst case relief from all sources). Judgement will need to be made on when operator errors are to be included in the list of events that can cause the hazard and the frequency to be used for such events. Operator error as a demand can often be excluded if the action is subject to permit procedures or lock-off facilities are provided to prevent inadvertent action. Care is also needed where credit is taken for reduction in demand frequency due to operator action. The credit that can be taken will need to be limited by human factors issues such as how quickly action needs to be taken and the complexity of the tasks involved. Where an operator, as a result of an alarm, takes action and the risk reduction claimed is greater than a factor of 10 then the overall system will need to be designed according to IEC 61511-1. The system that undertakes the safety function would then comprise the sensor detecting the hazardous condition, the alarm presentation, the human response and the equipment used by the operator to terminate any hazard. It should be noted that a risk reduction of up to a factor of 10 might be claimed without the need to comply with IEC 61511. Where such claims are made the human factors issues will need to be carefully considered. Any claims for risk reduction from an alarm should be supported by documented description of the necessary response for the alarm and that there is sufficient time for the operator to take the corrective action and assurance that the operator will be trained to take the preventive actions.

11.2.6 Responsibility and influence of operators

The operators, maintenance staff, supervisors and managers all have roles in safe plant operation. However, humans can make errors or be unable to perform a task, just as instruments and equipment are subject to malfunction or failure.

Human performance is therefore a system design element. The human machine interface (HMI) is particularly important in communicating the status of the SIS to operating and maintenance personnel.

Human Reliability Analysis (HRA) identifies conditions that cause people to err and provides estimates of error rates based on past statistics and behavioural studies. Some examples of human error contributing to chemical process safety risk include:

- Undetected errors in design;
- Errors in operations (e.g. wrong set point);
- Improper maintenance (e.g. replacing a valve with one having the incorrect failure action);
- Errors in calibrating, testing or interpreting output from control systems;
Failure to respond properly to an emergency.

11.7.1 Operator interface requirements (guidance to IEC 61511-1 only)

The operator interfaces used to communicate information between the operator and the SIS may include:

- Video displays;
- Panels containing lamps, push buttons, and switches;
- Annunciator (visual and audible);
- Printers (should not be the sole method of communication);
- Any combination of these.

a) Video displays

BPCS video displays may share SIS and BPCS functions provided the displayed data is for information only. Safety critical information is additionally displayed via the SIS (e.g. if the operator is part of the safety function).

When operator action is needed during emergency conditions, the update and refresh rates of the operator display should be carried out in accordance with the safety requirements specification.

Video displays relating to the SIS should be clearly identified as such, avoiding ambiguity or potential for operator confusion in an emergency situation.

The BPCS operator interface may be used to provide automatic event logging of safety instrumented functions and BPCS alarming functions.

Conditions to be logged might include the following:

- SIS events (such as trip and pre-trip occurrences);
- Whenever the SIS is accessed for program changes;
- Diagnostics (e.g. discrepancies, etc.).

It is important that the operator be alerted to the bypass of any portion of the SIS via an alarm and / or operating procedure. For example, bypassing the final element in a SIS (e.g., shutoff valve) could be detected via limit switches on the bypass valve that turn on an alarm on the panel board or by installing seals or mechanical locks on the bypass valve that are managed via operating procedures. It is generally suggested to keep these bypass alarms separate from the BPCS.

b) Panels

Panels should be located to give operators easy access.

Panels should be arranged to ensure that the layout of the push buttons, lamps, gauges, and other information is not confusing to the operator. Shutdown switches for different process units or equipment, which look the same and are grouped together, may result in the wrong equipment being shut down by an
operator under stress in an emergency situation. The shutdown switches should be physically separated and their function labelled. Means should be provided to test all lamps.

c) Printers and Logging

Printers connected to the SIS should not compromise the safety instrumented function if the printer fails, is turned off, is disconnected, runs out of paper or behaves abnormally.

Printers are useful to document first up, Sequence of Events (SOE) information, diagnostics, and other events and alarms, with time and date stamping and identification by tag number. Report formatting utilities should be provided.

If printing is a buffered function (information is stored, then printed on demand or on a timed schedule), then the buffer should be sized so that information is not lost, and under no circumstances should SIS functionality be compromised due to filled buffer memory space.

The operator should be given enough information on one display to rapidly convey critical information. Display consistency is important and the methods, alarm conventions and display components used should be consistent with the BPCS displays.

Display layout is also important. Layouts with a large amount of information on one display should be avoided since they may lead to operators misreading data and taking wrong actions. Colours, flashing indicators, and judicious data spacing should be used to guide the operator to important information so as to reduce the possibility of confusion. Messages should be clear, concise and unambiguous.

The display should be designed such that data can be recognized by operators who may be colour blind. For example, conditions shown by red or green colours could also be shown by filled or unfilled graphics.
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INTRODUCTION

An OECD-CCA Workshop on Human Factors in Chemical Accidents and Incidents will take place on 8-9 May 2007, in Potsdam, Germany. This event is sponsored and hosted by the Federal Ministry for the Environment of Germany (BMU) and the Government of Brandenburg. The workshop will be held back-to-back with the 17th Meeting of the EU Committee of Competent Authorities (CCA) responsible for the Seveso II Directive, in the context of the German presidency of the European Union.

OBJECTIVES AND SCOPE

The overall objective of the workshop is to explore human factors related to management and operation of a hazardous installation, and to share information on assessment tools for analysis and reduction of human error in chemical industry, including the small and medium enterprises. Human action intervenes in designing machines, operations and work environments, in managing and operating the facility at all levels (production, processing, use, handling, storage, transport, and disposal of hazardous substances).

The scope of the Workshop will include any fixed installation/facility where hazardous substances are produced, processed, used, handled, stored, transported (i.e. transport interfaces including railroad marshalling yards, road terminals, airports, loading and unloading facilities, port areas and pipelines) or disposed of, with the potential for fire, toxic emission, explosion, spill, or other type of accident involving hazardous substances. Other sectors of industrial activity will be considered, in particular with respect to transfer of knowledge and experience (e.g. offshore, nuclear industry, aerospace industry), and the relationship between 'Best Practices' and the safety procedures in such high risk technologies.

The workshop will likely address the following topics and make recommendations where appropriate: (i) Identification of different types of human error, definition of related terms; (ii) Assessment of safety cultures; (iii) Appropriate human factors competence; (iv) Interfaces between safety systems and operators; and (v) Human factors in alarm management.

PARTICIPANTS

The OECD-CCA Workshop is expected to bring together experts from public authorities, industry, labour, research institutions and other stakeholders (e.g. insurance representatives) to share experience and discuss openly chemical accidents human factors issues. Delegations of the EU CCA-Seveso II will be invited to attend the Workshop.

DISCUSSION DOCUMENT

A discussion document has been developed. The purpose of a discussion document is to: provide an overview and perspective for evolution of chemical accident human factors issues; describe the themes of sessions; and identify issues for consideration. It is expected to "set the scene" with a clear and exhaustive description of the subject, to be possibly 'provocative' if relevant or just 'stimulating' in order to foster discussions among participants.

OUTPUT

The workshop report will be published as an OECD Environment, Health and Safety Publication, in the series on Chemical Accidents. It will include conclusions and recommendations concerning 'best practices' as well as a list of topics requiring further activities. Moreover, the main conclusions and
recommendations from the workshop will be further included as an addendum to the *OECD Guiding Principles for Chemical Accident Prevention, Preparedness and Response*.

**PLANNING COMMITTEE**

*Roland Fendler (CHAIR)*  
UBA, Germany

*Babette Fahlbruch*  
TUEV, Germany

*Gunter Horn*  
Horn-Engineering, Germany

*Boris Ludborz*  
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**WORKSHOP LANGUAGE**

*Interpretation at the workshop will be provided by the EU Commission. It will be possible to speak and listen to in English, French and German and to speak in Italian and Spanish as well. All the documents for the workshop are in English.*
# OECD-CCA Workshop

**Human Factors in Chemical Accidents and Incidents**  
**8 – 9 May 2007, Potsdam, Germany**

Beginning at 8:00 on Tuesday 8 May  
Finishing at 17:00 on Wednesday 9 May

<table>
<thead>
<tr>
<th>Time</th>
<th>Location</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00–9:00</td>
<td>Lounge</td>
<td>Registration – Distribution of badges and documents</td>
</tr>
</tbody>
</table>
| 9:00–9:30     | Aula     | OPENING SESSION: Welcome  
*Dr. Holzmann*, Vice-President of the Federal Environment Agency (UBA), Germany  
*Prof. Dr. Jochum*, Chairman of the Commission on Process Safety (KAS), Germany  
*Marie-Chantal Huet*, Administrator, OECD Secretariat, Paris|
| 9:30–10:00    |          | Presentation of the Discussion Document  
*Babette Fahlbruch*, TÜV NORD Systec GmbH & Co. KG, Germany |
| 10:00–12:45   |          | SESSION 1: Types of Human Error, Definition of Related Terms  
Chair: *Jochen Uth*, Federal Environment Agency (UBA), Germany  
Rapporteur: *Jean-Paul Lacoursière*, University of Sherbrooke, Canada  
Terms in the context of human factors – Proposed definitions  
*Babette Fahlbruch*, TÜV NORD Systec GmbH & Co. KG, Germany  
Accidents: From human factors to organizational factors  
*Jean-Christophe Le Coz*, INERIS, France  
This presentation provides an example of an accident investigation stressing the role of organisational factors in the accident; it shows that analysis of human factors can be supplemented by an analysis of the organisational factors. This case study highlights some aspects related to organisation and management: the use and impact of power, the impact of cultural influences, the decision making process, the learning from experience process, the drifts of safety barriers under production pressure, the social redundancy issue as well as the safety indicators dimension.  
Human factors data traceability and analysis in the EC MARS  
*Daniele Baranzini*, EC MAHB, JRC, Italy  
This presentation deals with the analysis of the human factors data from accidents reported in the European Major Accident Reporting System (MARS). The following topics will be addressed: (i) the human factors related taxonomy; (ii) the lessons learned; and (iii) the new requirements for enhanced human factors traceability and analysis. The goal is to increase sensitivity and precision concerning the identification of human factors and their correlation to occurred events. |
**SESSION 1**

### Review of two incident data bases from the Canadian chemical industry – Discussion of human factors related terms/parameters, incident data and opportunities

**Manuel Marta**, NOVA Chemicals Corporation, Canada

Incident information in the context of human factors is presented from two sources: the Canadian Chemical Producers’ Association (CCPA) Process Related Incident Measure (PRIM) program and a chemical company’s "loss of process containment" incident database. Various human factors-related parameters/terms used in these databases, as well as associated contributions, are presented. The incident information is used to rank opportunities for improvement in key lifecycle steps. In addition, three important general areas are identified as opportunities for improvement, and clarified with supporting details.

### The use of "STORYBUILDER" as an incident analysis tool

**Joy Oh**, Ministry of Social Affairs; **Martin Damen**, RIGO; **Martijn Mud**, RPS; and **Linda Bellamy**, White Queen; The Netherlands

As part of the program "Improving Occupational Safety In the Netherlands", the narratives of 9000 Dutch occupational incidents over the period 1998-2004 were analysed with respect to the underlying causes of these incidents. For this, a tool was developed called "STORYBUILDER", enabling the systematic analysis of accidents as a sequence of events. The incidents were classified according to the hazard, e.g. loss of containment, explosion, hit by moving objects, falling from heights, etc. The basis of the analysis is an incident model which has been developed within a European project called IRISK. In this project emphasis was put on organisational and human incident factors. In the presentation the results of the analysis of selected hazards will be discussed in relation to four underlying human factor incident factors: provide, use, maintain and monitor.

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>11:15–11:45</td>
<td><strong>Coffee break</strong></td>
</tr>
<tr>
<td>11:45–12:45</td>
<td><strong>Discussion</strong></td>
</tr>
<tr>
<td>12:45–14:15</td>
<td><strong>Lunch</strong></td>
</tr>
<tr>
<td>14:15–16:30</td>
<td><strong>SESSION 2: Assessment of Safety Cultures</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Chair:</strong> <strong>Michael Baram</strong>, Boston University Law School, USA</td>
</tr>
<tr>
<td></td>
<td><strong>Rapporteurs:</strong> <strong>Daniele Baranzini</strong> and <strong>Maureen Wood</strong>, EC MAHB, JRC, Italy</td>
</tr>
</tbody>
</table>

### Challenges and opportunities of assessing safety culture

**Bernhard Wilpert** and **Markus Schoebel**, Berlin University of Technology, Germany

The presentation will start with a review of the intrinsic complexities and recent theoretical developments of the concept of safety culture. The author will address the following topics: (i) the needs for instruments to assess properly safety cultures, including the development of adequate assessment techniques/methodologies; and (ii) the main theoretical target points to be tackled by the novel methodological approaches for safety culture assessment: artefacts, norms, values and basic beliefs, crucial personnel categories such as the hitherto largely neglected category of middle management and the opportunities for self-assessment approaches. The current research to develop a multiple methodological approach for the assessment of safety culture will be briefly presented.
### Diagnosis of safety culture: A replication and extension towards assessing 'safe' organizational change processes

**Gudela Grote**, ETH Zürich, Switzerland

Organizational changes which apparently are not taken into account in the risk and safety management, may in fact be relevant to the level of process and occupational safety, through, for example, 'objective' parameters like work load and 'subjective' parameters like motivation. When evaluating an organisation/company’s risk quality, the change management during major organisational changes should be taken into consideration. To assist in such evaluations, an existing questionnaire used to assess safety management and safety culture, was extended to include indicators for change management. The results of a survey on the use of this new instrument in seven petrochemical plants (as part of insurance audits) are presented. The questionnaire uses three scales to measure perceptions of the operational safety management, and sixteen items to evaluate the change management. This presentation will give evidence of the validity of the scales and discuss the usefulness of the new instrument.

### Safety culture models as the basis for improvement

**P.T.W. Hudson**, Leiden University, The Netherlands

The concept of a safety culture has proven difficult to define and therefore to measure. Most definitions centre on identification of a set of characteristics that can be best seen as describing an idealistic advanced safety culture. This makes it difficult for organisations to structure improvement plans and implement them. An alternative approach is to recognise a range of cultures, all quite distinct, representing steps from "Pathological" cultures, which can hardly be called safety cultures, to advanced safety culture that is labelled "Generative" and equated with the High Reliability Organisation. Such an approach, adopted by the oil and gas upstream industry through the International Association of Oil and Gas Producers (OGP), provides a way to measure where an organisation (or parts of a larger organisation) is on the scale, and identify intermediate behaviours/practices that can serve to define a pathway to the advanced safety culture without requiring a single 'leap to the top'. The present paper describes the Shell and BP’s experience in using this model.

### The international safety rating system (ISRS) and the "SAMOS" interview technique

**Lars Adolph**, DNV, Germany

The "International Safety Rating System – ISRS" is used by many chemical companies for the continuous assessment and improvement of their safety culture and performance. ISRS 1 was developed in the early 1970s; the ISRS 7 methodology is currently in use. In addition to management systems aspects, ISRS 7 includes criteria for cultural best practices, and employee interviews have gained weight in the assessment process. Additionally to ISRS 7, this paper presents a situational behaviour description interview technique called “SAMOS (Situation, Ask for the task, Mastering, Output, Self reflection”). This technique is used by DNV optionally together with the rating system methodology. It allows collecting "case studies" that represent the real experiences of the interviewees. The methodology has been used successfully in the chemical and gas industries, and in a nuclear plant; examples will be presented.
### SESSION 2 (continued)

**Improving occupational safety in the Netherlands**

*P. Wissen* and *P. van Loenhout*, Ministry of Social Affairs, The Netherlands

In 2003 the Dutch Ministry of Social Affairs started a project on safety culture and incident analysis within the program "Improving Occupational Safety in The Netherlands"; the goal is to reduce the number of occupational accidents by at least 10 percent. Experiments aiming at improving safety culture were carried out in 22 companies belonging to different sectors of industry. The participating companies had to submit a plan describing what percentage the number of accidents would be reduced and over what period of time, and which instruments they would use. This presentation will discuss the lessons learned from these experiments, and address the following topics: safety culture assessment, change management, and communication.

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>15:30–16:30</td>
<td>Discussion</td>
</tr>
<tr>
<td>16:30–17:00</td>
<td>Coffee break</td>
</tr>
</tbody>
</table>

### SESSION 3: Appropriate Human Factors Competence

**Chair:** Lee Allford, EPSC Manager Operations, UK  
**Rapporteur:** Oliver Raupach, TÜV NORD Systec GmbH & Co. KG, Germany

**What they should have known: Human factors competencies in plant environments**  
*Gunter Horn*, Horn Engineering, Germany

The role of human factors in two incidents of the process industry will be discussed. Appropriate human factors competences for the different hierarchy levels of a chemical plant in Germany will be developed. These case studies demonstrate that a one-side human factors training is not sufficient. Human factors aspects have to be introduced 'top-down' with support from the top management. During the training a feedback loop has to be established 'bottom-up', yielding a continuous improvement process for all the hierarchy levels. Especially in the chemical industry, government agencies have to be involved periodically so that they can participate in the learning process.

**Inspecting for human factors within the German Major Hazards Ordinance – Examples, experience and future needs**  
*Bruno Reddehase* and *Iris-Gestine Heuer*, GAA-H; *D. Draeger*, RPU; *Mark Hailwood*, LUBW; Germany

Human factors are not necessarily directly measurable quantities. However, carrying out inspections require that a real situation is assessed. To do this, inspectors need some kind of measure to compare the actual situation to the desired reference state. Currently in Lower Saxony and other federal states, a check-list method is used to assess the safety management system. This enables deficiencies in the organisational system to be identified. Deficiencies in the safety culture can lead to an increase in accident potential. In one of the states a project "Psychological stress at work" has been carried out using a systematic approach to identify problems in the work flow which may lead to a reduction in the standard of safety. Other examples show that whilst human factors and safety culture have been identified by inspectors as being relevant aspects of major accident prevention, there is no uniform approach to assessing the situations. The paper concludes with requirements which the authors believe are necessary to enable inspectors to effectively identify situations in which deficiencies in the safety culture of a company lead to an increased accident potential.
How to learn human factor competencies at different organizational levels

Gesine Hofinger, Platform "Humans in Complex Work Environments", Germany

In teaching appropriate human factors competencies to persons at different organisational levels, it is important to define the contents to be learned and the forms of teaching and learning. Depending on who is to learn what, it is necessary to discuss how to learn. The example of the civil aviation will be presented: it shows that a combination of classroom teaching (Human Performance and Limitation), simulator sessions and interactive seminars (Crew Resource Management) can improve the safety-relevant knowledge, attitudes, and skills. Possible trainings schemes for different organisational levels will be introduced. Further efforts in the field of human factors training should include a more specific definition of the organisational levels (i.e. groups of staff), an action-centred definition of necessary competencies, and criteria for the evaluation of training programs.

Human factors related chemical accidents occurred in Korea

Seungkyoo Pak, KOSHA, Korea

This presentation will provide examples of chemical accidents in Korea caused by human factors, and give information on the analysis/investigation of these accidents. The analysis includes statistics on the direct and indirect causes of the accidents in relation with the type of industrial plants, processes and equipments; the human factors as accident causes are classified in categories like procedural error, management mistakes, operation mistakes, etc. This paper will list recommendations concerning the control of human factors in chemical plants for workers, management staff, operators and competent authorities.

Wednesday 9 May 2007

SESSION 4: Interfaces between Safety systems and Operators

Chair: Christian Jochum, Commission on Process Safety, Germany
Rapporteur: Roland Fendler, Federal Environment Agency (UBA), Germany

Relevant characteristics of the human system as determining factors for the man-machine-interface in process plants

Begoña Hermann, LUWG and Hasso Drathen, Bayer Technology, Germany

The IEC 61511 standard (International Electrotechnical Commission) "Functional safety: safety instrumented systems for the process industry sector" has been implemented in the process industry since 2003. The IEC 61511 standard is relevant to process plant instrumentation and takes human factors into consideration. Two approaches to plant safety could be used as a systematic approach to take human factors into account in the process industry: (1) the protection layer approach and consideration of the automation level in the safety systems; and (2) taking the life cycle of safety systems into account. These approaches can be used for the identification of different kind of interfaces between operators and safety systems. The required consideration of human possibilities and limitations will be discussed.
SESSION 4
(continued)

Human error risk management for engineering systems (HERMES): a methodology for design, safety assessment, accident investigation and training

Pietro Cacciabue, EC MAHB, JRC, Italy

This paper addresses the methodological issues associated with the inclusion of cognitive and dynamic considerations in the human reliability methods. A methodology called Human Error Risk Management for Engineering Systems (HERMES) is presented; it provides a "roadmap" for selecting and consistently applying the human factors approaches in different areas, and contains a set of possible methods/techniques. Different types of applications are possible, from the retrospective study of accident causes, to the proactive assessment of hazards/risks for prevention. Concrete examples from the petrochemical industry will be presented. The following issues will be discussed: the data collection and application of the methodology to a real working environment.

9:45–10:30 Discussion

10:30–11:00 Coffee break

SESSION 5: Human Factors in Alarm Management

Chair: N.N. (To be announced)
Rapporteur: Mark Hailwood, LUBW, Baden-Württemberg, Germany

Alarm management in process industries, aims, experiences and benefits

Hasso Drathen, Bayer Technology and Hans Kurz, Degussa.; Germany

The human factor concept often used in conjunction with the management of safety alarms, is frequently interpreted in a negative sense of 'human error'. This paper presents the approach of the NAMUR working group on human machine interface: 'human factors' in the context of alarm management are considered in a positive manner. NAMUR is an international users’ association of automation technology in process industries; it has developed guidance on design, application and updating of alarm management systems for planners and operators of process technology systems.

Alarms for operators

Martin Hollender, ABB, Germany and Tony Atkinson, ABB, United Kingdom

Operators are often bombarded with many alarms which most of them are only distractive and do not represent a fault situation; nuisance alarms are distractions and real alarms are (necessary) interruptions. Research on human factors in areas like aviation or computing has shown that task distractions and interruptions lower effectiveness and can contribute to critical errors. This paper presents the current best practices in alarm management as captured in the EEMUA 191:1999 publication (Engineering Equipment and Materials Users Association): Alarm systems–A guide to design, procurement and management.
| SESSION 5 (continued) | **Alarm management practices in NOVA Chemicals**  
*Jan Windhorst*, NOVA Chemicals, Canada |
---|---|
Alarm proliferation causes problems which can be identified by two simple metrics: large floods of alarms during upset conditions and long lists of standing alarms during normal operation. Alarm management was developed to avoid, control or manage the condition where operators have been set up for failure through many indiscriminate alarms and an unrealistic expectation of what humans can possibly accomplish during an emergency. This paper presents the NOVA approach to alarm management, including the so-called alarm objective analysis; AOA pays particular attention to alarm prioritization and ergonomics, and is used to optimize the probability of a successful operator response. The NOVA alarm classifications follow clauses from the German environmental legislation, while the layout is in accordance with the International Electrotechnical Commission standards.

| **Deploying best practice in managing abnormal situations: Experience from the ASM Consortium**  
*P.V. Pandit* and *A. Ogden-Swift*, Honeywell Controls, United Kingdom |
---|---|
An abnormal situation is a disturbance or series of disturbances in a process that cause plant operations to deviate from their normal operating state. The Abnormal Situation Management (ASM) Consortium is an industry research body that develops best practices related to managing abnormal situations in process plants. The ASM Consortium guidelines are organised under seven practice categories. This paper will discuss the following: the developments in these practice areas; the technologies being deployed by best in class companies; and what the focuses of new areas of research for the consortium are. The presentation will also address the area of alarm management and the benchmarks companies are aiming for in this regard.

<table>
<thead>
<tr>
<th>Time</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:00–12:30</td>
<td>Discussion</td>
</tr>
<tr>
<td>12:30–14:30</td>
<td>Lunch</td>
</tr>
</tbody>
</table>
| 14:30–15:30 | CLOSING SESSION: Conclusions  
**Co-Chairs:** *Prof. Dr. Christian Jochum* Commission on Process Safety (KAS), Germany, *Roland Fendler*, Federal Environment Agency (UBA), Germany  
**Rapporteur:** *Dr. Babette Fahlbruch*, TÜV NORD Systec GmbH & Co. KG, Germany |
| 15:30–16:00 | Coffee break |
| 16:00–17:00 | Conclusions (continued and end) |
| 17:00 | End of Workshop |
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E-Mail: linda.bellamy@whitequeen.nl

Patrick HUDSON
Leiden University
Wassenaarseweg 52
2300RB Leiden
Netherlands
Tel.: +31 71 527 3820
Fax: +31 71 513 1399
E-Mail: hudson@fsw.leidenuniv.nl

Joy OH
Ministry of Social Affairs and Employment
P.O. Box 90804
2509 Den Haag
Netherlands
Tel.: +31 73 333 5499
E-Mail: joh@minzsw.nl

Robbert Jan PLARINA
Ministry of Housing, Spatial Planning and the Environment
P.O. Box 30945
2500 GX Hague
Netherlands
Tel.: +31 70 339 4844
Fax: +31 70 339 1048
E-Mail: robbert.plarina@minvrom.nl

Jacob VAN STAALDUINE
Ministry of Housing, Spatial Planning and the Environment
P. O. Box 30945
2500 GX Hague
Netherlands
Tel.: +31 70 339 4779
Fax: +31 70 339 1048
E-Mail: jaap.vanstaalduine@minvrom.nl
Purdey VAN WISSEN  
Dutch Ministry of Social Affairs  
P. O. Box 90801  
2509 Hague  
Netherlands  
Tel.: +31 70 333 4608  
E-Mail: pwissen@minszw.nl

NORWAY / NORVÈGE

Lars DROLSHAMMER  
Norwegian Pollution Control Authority  
P.O. Box 8100 Dep  
0032 Oslo  
Norway  
Tel.: +47 3303 4800  
Fax: +47 3303 4949  
E-Mail: lars.drolshammer@sft.no

Gunnar HEM  
Directorate for Civil Protection and Emergency Planning  
P-O- Box 2014  
3103 Tonsberg  
Norway  
Tel.: +4733412509  
Fax: +4733310660  
E-Mail: Gunnar.Hem@dsb.no

Ragnhild Gjöstein LARSEN  
Directorate for Civil Protection and Emergency Planning  
P.O. Box 2014  
3103 Tonsberg  
Norway  
Tel.: +47 33 41 26 60  
Fax: +47 33 31 06 60  
E-Mail: ragnhild.larsen@dsb.no

Arnfinn RUUD  
The Labour Inspection Authority  
Havnegata 10  
3040 Drammen  
Norway  
E-Mail: Arnfinn.Ruud@Atil.no
POLAND / POLOGNE

Pawel JANIK
National Headquarters of State Fire Service Poland
Podchorazych 38
00-463 Warsaw
Poland

Tel.: +48225 523 3981
Fax: +48225 233 103
E-Mail: pjanik@kpsp.gov.pl

Bogdan KOLESZYŃSKI
Chief Inspectorate for Environmental Protection
Pówna 36/39
80-831 Gdańsk
Poland

Tel.: +4858 3010625
Fax: +4858 3010625
E-Mail: b.koleszynski@gios.gov.pl

PORTUGAL / PORTUGAL

Maria DO CARMO PALMA
Instituto do Ambiente
Rua da Murgeira - Zambujal
Lisboa
Portugal

Tel.: +351 21 472 8368
Fax: +351 21 472 8231
E-Mail: carmo.figueira@iambiente.pt

Catarina VENÂNCIO
Serviço Nacional de Bombeiros e Protecção Civil
Av. do Forte em Carnaxide
2794-112 Carnaxide
Portugal

Tel.: +351 214 247 114
Fax: +351 214 247 180
E-Mail: catarinav@snbpc.pt

ROMANIA / ROUMANIE

Nicolae Mircea BADEA
National Environmental Guard
Uniri Blvd., No. 78, Bl. 12, District No. 3
030837 Bucharest
Romania

Tel.: +40 21 326 89 80
E-Mail: nbadea@gnm.ro
Radu CADARIU
Ministry of Environment and Water Management
B-dul Liebertatii, No 12
040129 Bucharest
Romania
Tel.: +4021 316 04 21
Fax: +4021 316 0421
E-Mail: radu.cadariu@mmediu.ro

Maria Magdalena DUTA - GHERGUT
National Environmental Protection Agency
Aleea Lacui Morii no. 151, sector 6
060841 Bucharest
Romania
Tel.: +4121 207 1101
Fax: 04021 207 1103
E-Mail: magda.duta@anpm.ro

Francisc SENZACONI
General Inspectorate for Emergency Situations
46 Banu Dumitrache
023765 Bucharest
Romania
Tel.: +4021 242 0377
Fax: +4021 242 0990
E-Mail: senzacof@mai.gov.ro

Marian STEFAN
National Environmental Guard
No. 1, Nerva Traian Street
031041 Bucharest
Romania
Tel.: +42 213 268 980
Fax: +421 213 268 980
E-Mail: marianstefan@gnm.ro

SLOVAK REPUBLIC / RÉPUBLIQUE SLOVAQUE

Henrieta CAJKOVA
Ministry of Environment
Nam. L. Stura 1
812 35 Bratislava
Slovak Republic
Tel.: +4212 5956 2145
Fax: +4212 5956 2367
E-Mail: cajkova.henrieta@enviro.gov.sk
Margita GALKOVA
Slovak Environmental Agency
Tajovskeho 28
97590 Bansk Bistrica
Slovak Republic
Tel.:  +421 48 4374 166
Fax:  +421 48 413 2160
E-Mail: margita.galkova@sazp.sk

Ján KANDRÁČ
RISK Consult, s.r.o.
Račianska 72
83102 Bratislava
Slovak Republic
Tel.:  +421 2 4446 0583
Fax:  +421 2 4446 0583
E-Mail: jan.kandrac@riskconsult.sk

Martin KRŠKO
RISK CONSULT, s.r.o.
Račianska 72
83102 Bratislava
Slovak Republic
Tel.:  +421 2 4446 0583
Fax:  +421 2 4446 0583
E-Mail: martin.krsko@riskconsult.sk

Tomas TRCKA
Ministry of Environment
Nam. L. Stura 1
812 35 Bratislava
Slovak Republic
Tel.:  +421 2 5956 2115
Fax:  +421 2 5956 2367
E-Mail: trcka.tomas@enviro.gov.sk

SPAIN / ESPAGNE

Raquel FERNANDEZ
Dirección General de Protección Civil
Quintiliano 21
28002 Madrid
Spain
Tel.:  +34 91 53 73224
Fax:  +34 91 562 8911
E-Mail: rfernand@procivil.mir.es
Antonia GARCES DE MARCILLA
Dirección General de Protección Civil
Quintiliano 21
28002 Madrid
Spain
Tel.: +34 915 373 225
Fax: +34 91 562 8941
E-Mail: agarces@procivil.mir.es

Homa AMINI
Swedish Work Environment Authority
Ekelundsvagen 16
15184 Solna
Sweden
Tel.: +46 8 730 9682
Fax: +46 8 730 9889
E-Mail: homa.amini@av.se

Anna-Karin ENGSTRÖM
Swedish Rescue Services Agency
Karolinen
65180 Karlstad
Sweden
Tel.: +4654135060
Fax: +4654135600
E-Mail: anna-karin.engstrom@srv.se

Helena NÄSSLANDER
Schwedish Rescue Services Agency
Karolinen
65180 Karlstad
Sweden
Tel.: +46 54 13 52 64
Fax: +46 54 13 56 00
E-Mail: helena.nasslander@srv.se

Rune NYSTRÖM
Swedish Rescue Services Agency
Norra Klaragatan 18
65180 Karlstad
Sweden
Tel.: +46 54 13 53 40
Fax: +46 54 13 56 00
E-Mail: rune.nystrom@srv.se
Per-Olof WIKSTRÖM
Swedish Rescue Services Agency
Karolinen
651 80 Karlstad
Sweden
Tel.: +4654135293
Fax: +4654135600
E-Mail: per-olof.wikstrom@srv.se

SWITZERLAND / SUISSE

Gudela GROTE
ETH Zürich
Kreuzplatz 5
8032 Zürich
Switzerland
Tel.: +41 44 632 7086
Fax: +41 44 632 1186
E-Mail: ggrote@ethz.ch

Alberto SUSINI
Geneva Labour Inspectorate
Rue des Noirettes 35
1227 Carouge
Switzerland
Tel.: +412 238 829 66
Fax: +412 238 829 89
E-Mail: alberto.susini@etat.ge.ch

TURKEY / TURQUIE

Kemal DAĞ
Ministry of Environment and Forestry
Sogutozu Caddesi 14/E Bestepe
06560 Ankara
Turkey
Tel.: +90 312 207 6577
Fax: +90 312 207 6446
E-Mail: kdag47@hotmail.com

UNITED KINGDOM / ROYAUME-UNI

Lee ALLFORD
EPSC
165 - 189 Railway Terrace
CV213HQ Rugby
United Kingdom
Tel.: +441788 534418
Fax: 00441788 534488
E-Mail: lallford-epsc@icheme.org
Paul DELANOY
Dow Chemical Company
Estuary Road
PE302JD King's Lynn
United Kingdom
Tel.: +441553694291
E-Mail: pdelanoy@dow.com

William GALL
Energy Institute
8 Salisbury Road
L19 0PJ Liverpool
United Kingdom
Tel.: +44 (0)151 427 2424
E-Mail: kingsley.management@btopenworld.com

Pradyumna V. PANDIT
Honeywell Control Systems UK Ltd
Lovelace Road Southern Industrial Estate Bracknell
RG12 8WD Berkshire
United Kingdom
Tel.: +44 (0) 1344 656 000
Fax: + 44 (0) 1344 655 454
E-Mail: Pradyumna.pandit@honeywell.com

Caroline SUGDEN
Health and Safety Laboratory
Harpur Hill, Buxton
SK17 6RJ Derbyshire
United Kingdom
Tel.: +44 1298 218398
E-Mail: caroline.sugden@hsl.gov.uk

Ron WOOD
Transport and General Workers Union
47 Penfold Way
CH49NL Dodleston Chesire
United Kingdom
Tel.: +441244660724
E-Mail: RWOOD@TGWU.ORG.UK

UNITED STATES OF AMERICA / ETATS-UNIS

Michael BARAM
Boston University School of Law
765 Commonwealth Avenue
02215 Boston
United States of America
Tel.: +617 489 2915
Fax: +617 353 3077
E-Mail: mbaram@bu.edu
John CARDARELLI II  
US Environmental Protection Agency  
26 W Martin Luther King Dr. Room 271  
45268 Cincinnati  
United States of America  

Tel.: +513 487-2420  
Fax: +513 487-2537  
E-Mail: cardarelli.john@epa.gov  

EUROPEAN COMMISSION / COMMISSION EUROPÉENNE  

Daniele BARANZINI  
European Commission - Joint Research Centre  
Via E. Fermi  
21020 Ispra (VA)  
European Commission  

Tel.: +39 332 78 5327  
Fax: +39 332 78 5813  
E-Mail: daniele.baranzini@jrc.it  

Tobias BIERMANN  
European Commission  
BU-9 4/015  
1049 Brussels  
European Commission  

Tel.: +32 2 296 2573  
Fax: +32 2 299 0314  
E-Mail: tobias.biermann@ec.europa.eu  

Pietro Carlo CACCIABUE  
European Commission - Joint Research Centre  
V E. Fermi 1  
21027 Ispra (VA)  
European Commission  

Tel.: +390332789869  
E-Mail: pietro.cacciabue@jrc.it  

Michalis CHRISTOU  
European Commission - MAHB  
v. Fermi  
21020 Ispra  
European Commission  

Tel.: +39 332 789 516  
Fax: +39 332 789 007  
E-Mail: michalis.christou@jrc.it
Julian FOLEY
European Commission
BU-9 2/189
1049 Belgium
European Commission
Tel.: +32 2 296 5547
Fax: +32 2 299 0314
E-Mail: julian.foley@ec.europa.eu

Maureen WOOD
European Commission
Via E. Fermi 1 - TP 670
21020 Ispra
European Commission
Tel.: +39 0332 78 91 40
Fax: +39 0332 78 90 07
E-Mail: maureen.wood@jrc.it

OECD / OCDE

Marie-Chantal HUET
OECD/OCDE
2 Rue André Pascal
75775 Paris cedex 16 Paris
OECD
Tel.: +33 1 45 24 79 03
Fax: +33 1 44 30 61 80
E-Mail: marie-chantal.huet@oecd.org