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IDENTIFYING DETERMINANTS OF GERMANY’S INTERNATIONAL PRICE COMPETITIVENESS – A STRUCTURAL VAR APPROACH

by

Martin Meurers

Germany’s price competitiveness in a historical and an international perspective

1. Against the backdrop of Germany’s high degree of international integration, improvements in international competitiveness, which is simply a synonym for real exchange rate depreciations, are often regarded as a key to bring the country back on a sustainable growth path with lower unemployment. Unlike frequently supposed in public debates, however, the real exchange rate is not a macroeconomic variable that can be directly targeted through economic policy. Quite the opposite is true. In fact, it is an endogenous price variable that reflects demand and supply side responses of consumers and real and financial investors to national and international macroeconomic shocks. Ultimately, these responses should restore a macroeconomic equilibrium.

2. The analysis of this paper explicitly builds on this endogenous character of the real exchange rate as it identifies what kind of shocks have been the major drivers for the real exchange rate in the past 30 years. This information is of particular policy relevance, as it highlights to what extent the German real exchange rate has helped to stabilise economic fluctuations in the past and whether supply side reforms are reflected in improvements of international price competitiveness.

3. To set the stage for the analysis it is useful to begin with a short review of the evolution of the German real exchange rate over the past 30 years and to put the developments into comparison with those in other major countries. Over this time span Germany’s international price competitiveness has been
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2. The shares of Germany’s imports and exports of goods and services in GDP have grown significantly over the past decade. While standing around 25% in the early 1990s the import and export shares climbed to over 35% and 40%, respectively, in the year 2005.

3. This role of the real exchange rate in international adjustment hinges on the (implicit) assumption of imperfect competition that prevents perfect arbitrage on international goods markets. This assumption, which is empirically well supported by numerous studies on international trade flows, see, e.g., Goldstein and Khan (1985), implies finite long-run price elasticities of trade flows and long-run departures from purchasing power parity (PPP). For this argument, see also Duval (2002).
subject to substantial fluctuations (see Figure 1). In the 1970s the breakdown of the Bretton Woods System as well as the two major oil-price shocks stand out as events with a significant impact on the real exchange rate in both directions. While in the 1980s the real exchange rate was relatively stable, it has again displayed larger swings since the early 1990s. The development of Germany’s price competitiveness after reunification can be basically separated into three different trend episodes.

![Figure 1. Germany's international price competitiveness](image)

The reunification boom from 1990 to 1992, during which the German business cycle decoupled from the slowdown in other industrial countries, was accompanied by a substantial real appreciation. This passed over into a protracted period of devaluations which began in 1995 and lasted until the year 2000. In 2002, the real-exchange rate started to follow a trend-like appreciation path again. Only since 2005 this trend seems to have come to a halt.

4. Compared to other G7 countries, the extent of Germany’s real exchange rate fluctuations has been small, however (see Table 1). Only France has been exposed to smaller exchange rate fluctuations than Germany. This result holds over various sub-samples and is also robust to factoring out a possible trend component (which might be caused by Balassa-Samuelson-effects) and the impact of oil-price fluctuations. Even after reunification when Germany was confronted with fundamental structural adjustment problems, real exchange rate fluctuations were relatively modest in comparison to those in other countries. The United Kingdom and Italy, for example, experienced huge depreciations of their currencies during the crises of the European Monetary System in 1992. Japan faced a 50% real appreciation in the early 1990s, following the burst of the equity and housing bubble, and Canada has been
confronted with a more than 20% real appreciation during the past three years, which, among other factors, can be attributed to high global demand for commodities.

### Table 1. Standard deviation of G7 real-exchange rates

<table>
<thead>
<tr>
<th>Sample</th>
<th>USA</th>
<th>JPN</th>
<th>GER</th>
<th>GBR</th>
<th>FRA</th>
<th>ITA</th>
<th>CAN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>unconditional standard deviation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970-2005</td>
<td>10.6</td>
<td>31.5</td>
<td>5.4</td>
<td>11.3</td>
<td>4.4</td>
<td>8.4</td>
<td>13.2</td>
</tr>
<tr>
<td>1970-1990</td>
<td>11.5</td>
<td>28.1</td>
<td>5.6</td>
<td>10.3</td>
<td>3.9</td>
<td>8.9</td>
<td>7.5</td>
</tr>
<tr>
<td>1991-2005</td>
<td>8.3</td>
<td>9.4</td>
<td>5.1</td>
<td>10.4</td>
<td>3.6</td>
<td>7.5</td>
<td>10.3</td>
</tr>
<tr>
<td><strong>adj. for time trend and oil price fluctuations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970-2005</td>
<td>10.5</td>
<td>15.2</td>
<td>4.9</td>
<td>8.7</td>
<td>3.3</td>
<td>8.0</td>
<td>7.3</td>
</tr>
<tr>
<td>1970-1990</td>
<td>11.4</td>
<td>14.4</td>
<td>5.1</td>
<td>8.9</td>
<td>3.5</td>
<td>7.9</td>
<td>6.1</td>
</tr>
<tr>
<td>1991-2005</td>
<td>8.9</td>
<td>16.8</td>
<td>4.6</td>
<td>8.6</td>
<td>3.1</td>
<td>8.0</td>
<td>8.7</td>
</tr>
</tbody>
</table>

Own calculations based on OECD price competitiveness indicators

6. Given the huge size of the reunification shock (with the merger of East and West German statistics in the first quarter 1991, GDP per capita fell by almost 7%) Germany’s relatively modest real exchange rate fluctuations provide a further motivation to investigate the potential of the real exchange to stabilise the German economy more rigorously. As a first step this task requires to analyse whether real macroeconomic shocks are sufficiently reflected in exchange rate movements. Only if this were the case, the real-exchange would have the potential to stabilise output fluctuations by offsetting part of the shocks’ impact. As a second step it is then necessary to evaluate whether the adjustment of output has or has not been actually eased by real exchange rate movements. As a hypothesis one could assume that if the response of macroeconomic variables to the real exchange rate is strong, then the real exchange rate does not need to change much to achieve adjustments to a new equilibrium. This might then also explain the relatively modest real exchange rate fluctuations in the German case.

**Related work on determinants of the real exchange rate**

7. Most researchers would agree that the theory of Purchasing Power Parity (PPP) fails to explain real exchange rates to a satisfactory extend, even if the focus are longer time horizons and even if PPP is carefully defined in terms of relative prices of tradable goods only. Based on this negative assessment basically two different approaches have been established to analyse the empirical behaviour of real exchange rates. The first approach builds on alternative theories of long-run equilibrium real exchange rates (ERER), in particular the Natural Real Exchange rate Model (NATREX) proposed by Stein (1994) and the Behavioural Equilibrium Exchange Rate (BEER) that can be attributed to Clark and MacDonald (2000). More specifically, this avenue of research leads to econometric estimations, which attempt to explain the time path of the real exchange rate by regressing it on a set of observable “fundamental” variables. This exercise allows the researcher to calculate a contribution of each “fundamental” to exchange rate changes and to identify periods of deviations from the implied long-run equilibrium.

8. The choice of explanatory variables for this exercise is typically motivated by considering fundamental factors that in theory should determine the balance of payments of a country. In particular, these are productivity developments, net-foreign asset positions, terms-of-trade shocks, changes in import content of GDP, and government or alternatively social spending (the sum of private and public

---

4. For a more detailed discussion on the failure of PPP, see, e.g., OECD (2001), or Rogoff (1996). Evidence for the failure of PPP when only tradable goods are considered is provided, e.g., by Duval (2002).
consumption expenditure). All these variables are expected to affect the balance of payments and thus the real exchange rate over the medium- and long-term. In order to capture short-run deviations from the longer term trends due to poor synchronization of business cycles across countries, real interest-rate differentials are often added as explanatory factor in the analysis. For an extensive overview on the choice of variables, see e.g., ECB (2002) or J.L. Stein (2002).

9. For Germany, estimations of such reduced-form exchange rate equations have been previously carried out, for instance, by Fischer and Sauernheimer (2002) who use cointegration techniques to estimate a model for Germany’s effective real exchange rate based on consumer prices for the period 1973:1 - 1998:4. Their set of fundamentals consists of relative total factor productivity, private and public consumption to GDP (as proxy for time preference), a raw materials import factor (import dependence of production) and imports of final goods to GDP (as proxy for taste shifts away from German products). Major conclusions from their analysis are that productivity and taste shocks have been the major drivers of the German exchange rate and that in real terms the German currency has been overvalued most of the time during the sample period.

10. More recently, the Council of Economic Advisors (2004) estimated a vector-error correction model (VECM) of the German real exchange rate jointly with fundamentals using quarterly data from 1983:1 to 2004:1. As explanatory variables they considered GDP per employee (as proxy for productivity), the net-foreign asset position, the oil-price (as proxy for terms-of-trade shocks) and finally the interest rate differential. Their results seem to identify productivity differences as the main driver of the real exchange rate. They also find long periods of substantial misalignment, especially in the 1980s.

11. While in general empirical equilibrium exchange rate models are able to explain broad exchange-rate trends over a longer horizon, i.e. over horizons of more than two years, they mostly perform quite poorly in the short-run. As a matter of fact, they point to frequent and prolonged periods of currency misalignment, or put differently, a huge portion of exchange rate movements that cannot be explained by fundamentals. Another problem of the reduced-form approach is that many fundamentals cannot be observed as accurately as they enter the underlying theoretical models, giving further room for uncertainty about the “true” equilibrium path. Finally, the relevance of individual fundamentals seems to change over time, depending on the exchange rate regime and the degree of international integration and policy coordination, which might cause structural breaks in the exchange rate equations.

12. Because of these drawbacks the analysis of German price competitiveness that is carried out in this paper will rather draw on a different methodology which essentially goes back to Clarida and Gali (1994). In their approach the driving factors of the real exchange rate are identified indirectly through the estimation of a structural vector auto-regression (SVAR). As a reference point the authors use a simple two-country open economy macro model with sticky prices, originally developed in Obstfeld (1985). The model is able to summarise business-cycle variations between countries or regions by no more than three endogenous variables, namely the relative output level, the real exchange rate, and the relative aggregate price level. These three variables in turn are driven by three types of fundamental shocks occurring in one country relative to the other: a) relative supply or productivity shocks, b) relative demand shocks, and c) relative money or financial markets shocks.

13. Since the model allows for nominal rigidities in the short-run, all three endogenous variables are at least temporarily affected by all types of shocks. However, under the assumption that markets clear in the long-run and that long-run output is solely driven by supply shocks, the equilibrium of this three variable system is triangular in the shocks, i.e., neither do demand and money shocks have a long-run impact on output, nor do money shocks have a long-run impact on the real exchange rate. This specific result in turn provides a sufficient number of restrictions in order to identify the individual shocks through a standard Blanchard-Quah (1989) structural VAR analysis.
14. In their seminal paper, Clarida and Gali (1994) investigate bilateral real exchange rates of Germany, Japan, Great Britain, and Canada vis-à-vis the United States. Their results indicate a strong role of nominal shocks in the determination of real exchange rates, especially in the first two countries. In addition, the impulse-response functions for their identified shocks fit the predictions of the sticky-price Mundell-Flemming-Dornbusch model quite well, as they, inter alia, imply exchange rate overshooting in response to nominal shocks. Chadha and Prasad (1997) applied the Clarida-Gali approach to investigate the relationship between the real exchange rate and the business cycle in Japan. Interestingly, their results suggest that the sharp real appreciations of the Yen in 1993 and 1995 can also be attributed primarily to monetary shocks. Unfortunately, the economic source of these shocks remains hard to interpret, however.

15. Canzoneri et al. (1996) investigate the role of monetary shocks with regard to the advent of the European Monetary Union. If there are asymmetric real macroeconomic shocks between the member countries of a currency union, then, according to the theory of optimal currency areas (Mundell, 1961), sacrificing one’s own currency and thus an independent monetary policy poses a substantial cost in terms of macroeconomic stabilisation. Based on bilateral real exchange rates between Germany and other EMU partners during 1970 and 1985, Canzoneri et al. indeed find that output fluctuations between countries are almost entirely driven by asymmetric real demand and supply shocks. However, since the real exchange rate in turn has only marginally responded to real shocks, and has rather behaved like an asset price, they conclude that the real exchange rate has not played the role of a shock absorber. Hence, the costs of entering the currency union might be in fact lower as it often has been stressed. Against the same background, Funke (2000) applies the structural VAR approach to study macroeconomic shocks in the current euro area and the United Kingdom. Using quarterly data for the period 1980:1 to 1997:4 he finds that the real ECU exchange rate is primarily driven by non-monetary demand shocks. Since he also observes that basically supply shocks are the main driver of business cycle differences between the United Kingdom and the euro area he concludes that the UK economy would not be harmed by joining the euro. One has to add some cautious warnings regarding this conclusion, however. As Artis and Ehrmann (2000) point out, Funke’s results might imply just the opposite to his conclusion. The finding that output is not driven by those shocks that dominate the real exchange rate might well be the result of a perfect immunization of output through offsetting real exchange rate changes.


17. All previously mentioned studies make use of a special feature of the structural VAR analysis, namely, that based on the identified shocks it is possible to completely pin down the historical sources of real-exchange rate fluctuations for the respective countries. This is the main advantage of the SVAR approach in comparison to the reduced-form estimations of equilibrium exchange rates, where the researcher has to make a subjective a-priori-selection of relevant observable fundamentals and where he has to accept substantial unexplained exchange rate variations in his empirical model. The theoretical model underlying the parsimonious identification strategy for the SVAR analysis is explained more in detail in the following section.

The theoretical model

18. The subsequent empirical analysis is based on a stochastic open economy macro model with rational expectations that is explicitly set forth in Clarida and Gali (1994). The model stands in the Mundell-Flemming-Dornbusch tradition and captures primarily short- and medium-term output and price dynamics. As a simplification a two-country setting is adopted (home country versus aggregate of all
trading partners) and it is assumed that the relevant structural parameters are identical in all countries. This greatly facilitates the model’s formal exposition as all interesting variables can be simply expressed as the difference between the two regions’ individual macroeconomic aggregates. For instance, the relevant output variable \( y_t \) of the model encompasses the difference of the output between the home country and the output of major trading partners: 
\[
y_t = y_t^h - y_t^p
\]
All variables except the interest rate are expressed in natural logarithms. With these conventions, the complete model can be summarised by the following equations:

\[
\begin{align*}
(1) \quad y_t^d &= d_t + \delta q_t - \sigma[i_t - E_t(p_{t+1} - p_t)] \\
(2) \quad m_t - p_t &= y_t - \lambda i_t \\
(3) \quad i_t &= E_t(s_{t+1} - s_t) \\
(4) \quad p_t &= (1 - \theta)E_{t-1}p_t^e + \theta p_t^e
\end{align*}
\]

19. The equations represent aggregate demand, money market equilibrium, the interest rate parity (short-run balance of payments equilibrium), and the aggregate price-setting behaviour (short run aggregate supply). Relative aggregate demand \( y_t^d \) depends on an exogenous demand shock \( d_t \) (e.g. discretionary variations in public expenditure), the real-exchange rate \( q_t = s_t - p_t \) (nominal exchange rate minus price difference) and the expected real interest rate differential \( i_t - E_t(p_{t+1} - p_t) \). Monetary shocks enter the model by variations in the quantity of money \( m_t \), which might represent both, shocks in relative national money supplies as well as shocks to relative national demands for real money balances. Finally, the price setting equation implies that prices in period \( t \) are a weighted average of the market clearing price \( E_t p_t^e \) expected in period \( t-1 \) and the actual market clearing price in period \( t \). Thus, the degree of sluggishness in the model is related to the parameter \( 1 - \theta \). If \( \theta = 0 \), then prices are predetermined one period in advance and short-run output fluctuations solely depend on aggregate demand. If, in contrast, \( \theta = 1 \) then prices are fully flexible and output adjusts instantaneously to its long-run level, which by assumption is entirely determined by supply shocks \( y_t^s \), hence: 
\[
y_t = y_t^d = y_t^s
\]
Supply shocks in the model can be very broadly interpreted. They might encompass advances in technology but also tax reform or any kind of product and labour market policies that have the potential to increase output and employment.

20. To solve for the model dynamics, the stochastic processes of the shock terms have to be specified explicitly. Following Clarida and Gali, for supply and nominal shocks we assume a simple random walk process, which implies exclusively permanent supply and money shocks \( y_t^s \) and \( m_t \), whereas demand shocks are allowed to have a permanent and a transitory component. In particular, it is assumed that a fraction \( \gamma \) of any demand disturbance in \( t-1 \) is reversed in period \( t \). Formally, the three shocks are then given by:

\[
(5) \quad y_t^d = y_{t-1}^d + \eta_{t}
\]

5. For simplicity, the identical formulation is used as in Clarida and Gali (1994). For more details on how to derive the solution of the model the reader may refer to the original reference or to Obstfeld and Rogoff (1996), Chapter 9.
where $\eta_i, \eta_{t1}, \eta_{t2}$ are orthogonal independent identically distributed error terms with mean zero. The long-run equilibrium of the model can be derived by simply assuming instantaneously adjusting prices, which implies that $\theta = 1$. This assumption, however, does not mean that all adjustments in the model are over. If there is a temporary component in the demand shock ($\gamma > 0$), then further adjustments are expected to take place in the future. Thus, strictly speaking long-run equilibrium here means an equilibrium after all price and wage adjustments are concluded but not necessarily that the temporary component of the demand shock has been reversed. In such an equilibrium the levels for the three interesting endogenous variables are then given by:

\begin{align}
(8) & \quad y_t = y_t^r \\
(9) & \quad q_t^r = (y_t^r - d_t) / \delta + (\delta(\delta + \sigma))^{-1} \sigma \eta_{D_t} \\
(10) & \quad p_t^r = m_t - y_t^r + \lambda (1 + \lambda)^{-1}(\delta + \sigma)^{-1} \gamma \eta_{D_t} \\
\end{align}

21. Apart from the postulated property of exclusively supply side determined output, these equations imply the following long-run macroeconomic responses to the shocks:

a) Positive supply shocks (e.g. increases in productivity of the home country relative to trading partners) lead to a real depreciation and a decline in the relative price level in the long run. This result owes to the fact that the additional supply will only match demand when the price for the home good falls relative to that of the foreign good, and the home country is able to export some of the additional production. Furthermore, world real interest rates will be lower in the new equilibrium, since the reduction of net-exports in the foreign countries has to be compensated by an endogenous rise of other demand components there.

b) Positive real demand shocks lead to a real appreciation in the long run, and in the case of a temporary shock component ($\gamma > 0$) will also raise the relative price level. Because output is purely supply determined the composition of demand in both the home and the foreign country have to be changed in response to the demand shock. This is achieved through higher relative international prices for the goods of the home country and a crowding out of some of its net-foreign demand. In turn, this means higher net-exports of foreign countries. To align demand and supply there, other demand components have to be crowded out, which implies a rise in the world real interest rate. The size of the long-run appreciation of the home currency negatively depends on $\gamma$, the extent to which demand shocks are temporary. The reason for this is that the partial reversal of the demand shock in $t+1$ creates relative deflation expectations in period $t$. This implies a positive nominal and a real interest differential between the home and the foreign country which in turn also crowds out some relative domestic demand. Therefore, the crowding out through the real appreciation can be smaller than in the case of purely permanent demand shocks. In the case of entirely permanent demand shocks equation (10) suggests that the relative price level does not change at all. Therefore the required real appreciation is entirely achieved through a rise in the nominal value of the home currency.
c) Finally, expansionary monetary shocks (e.g. relatively stronger money growth in the home country) only lead to a parallel rise in the relative price level and the nominal exchange rate, leaving the real exchange rate constant. In other words, PPP holds in the case of nominal shocks.

An important feature of the three-variable system (8) to (10) is that it is triangular in the shocks in the long run. As we will see below this provides the necessary number of restrictions for the identification of the three structural shocks from an estimated VAR system.

22. The short-run responses in the model crucially depend on the formulation of the price setting equation. Clarida and Gali derive explicit dynamic solutions based on the price setting rule (10) which implies that all three variables contemporaneously depend on all three types of shocks. Noteworthy, this includes the case that expansionary money shocks temporarily raise output and lead to a real depreciation. The dynamic solutions also imply exchange rate overshooting à la Dornbusch (1976), if the elasticity of aggregate demand with respect to interest rate and exchange rate changes is sufficiently small, precisely if $1 - \delta - \sigma > 0$. Interestingly, if the parameter restriction implies an overshooting to monetary shocks then this also implies an undershooting to real demand and supply shocks. The propagation of the shocks in the model for the case that $1 > \theta > 0$ and under the assumption of a more rapid response in the money market than in the goods market (which implies Dornbusch-Overshooting), can be described as follows:

a) A positive supply shock in the home country lowers the relative equilibrium price for the home good ($p^*_e$) as well as its current price and temporarily leads to an expected negative inflation differential vis-à-vis the foreign countries. The decline in domestic prices causes a temporary fall of domestic nominal interest rates which in turn leads to a nominal depreciation. From both lower domestic prices and a lower value of the domestic currency follows a real depreciation which stimulates domestic demand and output. The expansion of output and the real depreciation continues until the nominal interest rate has risen to its new equilibrium level, which is lower than the previous one. During this process real interest rates could either rise or fall depending on the parameters in the aggregate demand and the money demand function.

b) A positive real demand shock in the home country is transmitted through a temporary relative expansion of output and a rise in the equilibrium price level as well as through temporarily expected relative inflation. This is accompanied by a rise in nominal interest rates and a nominal and real appreciation of the home currency, which leads to a crowding out of domestic demand towards the initial output level. It also leads to higher demand in the foreign country and a rising price level and interest rate there. If the demand shock is entirely permanent ($\gamma = 0$) then domestic inflation translates one to one into foreign inflation. Thus, the relative price level remains constant.

c) An expansionary nominal shock in the home country raises the current and the expected equilibrium relative price level and temporarily creates relative inflation expectations. This leads to lower nominal and real interest rates, and causes a nominal depreciation of the domestic currency, which exceeds the rise in the relative price level. Consequently, relative output rises in the short-run. The subsequent rise in the relative price level leads to a rise of the nominal and real interest rate to the initial level, which in turn triggers a nominal and real appreciation, such that the real exchange rate is also brought back to its initial level.

23. The true empirical dynamics might be more complicated than suggested by the above model, however. The implied short-run dynamics can change substantially, for example, if one takes into account that supply shocks might also affect consumption and investment. A positive supply shock might induce
forward looking consumers to raise their current consumption due to a wealth effect. Moreover, it leads to an increase in the rate of return to capital, which at least temporarily should boost investment. Through this additional transmission channel a positive supply shock can actually raise aggregate demand so strongly, that this might overwhelm the positive supply side effect and cause a real appreciation and a current-account deficit in the short-run.\(^6\) Apart from this, the short-run dynamics could also be more complex, if sluggish behaviour of economic agents enters in other parts of the model. Finally, in contrast to the simple assumptions that have been made here, the macroeconomic shocks might be actually generated by a higher order ARIMA process. Because of these complications it could be the case that the empirical short-run responses to shocks differ from the model’s prediction. Not necessarily this should be taken as an indication of empirical specification problems but rather as a reflection of the lack of a waterproof economic theory about short-run behaviour.

24. A last qualification is required with respect to the empirical counterparts for the model’s variables. The original formulation above suggests to use real GDP levels for the output variable \(y_t\). This poses a serious problem when it comes to incorporating German reunification into the model. National statistics were changed to capture the whole of Germany in the first quarter of 1991. This led to an increase in real GDP by 17.4%. Since this structural effect is permanent, in terms of the model, one would interpret this as a positive supply or productivity shock. This, however, is in stark contrast to economic reality. Because of a very low stock of productive capital in East Germany, average labour productivity of the German economy as a whole fell significantly. At the same time average domestic absorption expanded strongly, fuelled by huge transfers from the west to the east. As a consequence, the current account switched from a surplus of 12 billion to a deficit of 1.2 billion Deutschmarks. So effectively, an adverse supply shock and an expansionary demand shock occurred at the same time. In order to capture these developments correctly in the subsequent VAR analysis, GDP per capita (\(y_{tc}\)) will be employed as the relevant output measure. In general, the model implications should be invariant to this amendment, since the macroeconomic equations of the model can be theoretically motivated in a representative agent framework.

The econometric analysis

25. In the following econometric part, the statistical properties of the time series are investigated first. Based on this analysis, the employed structural VAR model is then specified in detail before finally the implications of the identified international macroeconomic shocks are discussed.

The data

26. The time period considered for the estimation of the VAR dates from the first quarter in 1972 to the fourth quarter in 2005. As an empirical counterpart for the real-exchange rate variable, the indicator of Germany’s price competitiveness versus 19 most important trading partners based on consumer prices is used, which is regularly published by the Deutsche Bundesbank. The underlying geometric weighting scheme for the individual countries (see Deutsche Bundesbank, 2001) was adopted to compile the variables relative GDP per capita and relative consumer prices, for which the original series were taken from the OECD’s Quarterly National Accounts and Main Economic Indicators statistics.\(^7\)

6. This argument has been put forward by Alquist and Chinn (2004) as an explanation for the positive relationship of US-Euro productivity differentials and the euro-dollar real exchange rate. NATREX models in general imply an indeterminate reaction of the real exchange rate to productivity shocks over any time horizon; see Fischer and Sauernheimer (2002).

7. Clostermann and Friedmann (1998) give reasons why the real exchange rate based on unit labour costs is not an appropriate measure for Germany’s international competitiveness.
Figure 2. Relative output and price developments

Depicted time series are normalised.

27. Figure 2 depicts relative output and price developments of Germany vis-à-vis its trading partners. From the graphs it can be seen that the relative per capita GDP of Germany fell significantly due to reunification and afterwards, as foreign competitors grew faster over almost the entire post-reunification period. Conversely, apart from a small episode in the early 1990s, inflation in Germany was lower than abroad over almost the complete sample period.

Unit-root and cointegration tests

28. The specified stochastic processes for the macroeconomic shocks from above imply that $y_t$, $p_t$, and $q_t$ ought to be non-stationary in levels, but stationary in first differences. To verify this underlying assumption, both Augmented-Dickey-Fuller-tests, which test the null-hypotheses of non-stationarity, and KPSS tests, which test the converse hypothesis, have been carried out. Since both $y_t$, $p_t$ display a trending behaviour, a time trend was considered in the test equations, in addition to a constant term. For the ADF-test equations, the maximum lag length $L$ was selected by the Akaike-Information-Criterion.

Figure 3. Inflation differential between Germany and trading partners
29. The deterministic trend component in the relative price series seems to be insufficiently captured by a linear trend, however. This becomes evident after taking the first difference of this variable, which yields the inflation differential. As Figure 3 suggests, there is some kind of a structural inflation convergence between Germany and its main trading partners over the past 30 years. To account for this convergence a time trend as well as an intercept had to be included also in the test equation for the inflation differential.

<table>
<thead>
<tr>
<th>Variable</th>
<th>in levels</th>
<th>in first differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADF-Test</td>
<td>KPSS</td>
</tr>
<tr>
<td>yc</td>
<td>-1.55, L=2</td>
<td>0.33***</td>
</tr>
<tr>
<td>p</td>
<td>-1.29, L=5</td>
<td>0.35***</td>
</tr>
<tr>
<td>q</td>
<td>-2.19, L=3</td>
<td>0.77***</td>
</tr>
</tbody>
</table>

30. As the test results in the left part of table 2 show, for all variables there is strong evidence against stationarity in levels. In contrast to this, the ADF-tests for the first differences reject non-stationarity at the 5% significance level, while the KPSS-tests only weakly reject the hypothesis of stationary first differences of the variables. On the basis of these results, it seems justified to treat all variables as integrated of order one, or I(1), in accordance with the model. In addition, it should be noted that the relative price level is only stationary in first differences around a deterministic trend, which implies a quadratic trend in relative prices.

31. Another implication of the model is that there is no long-run stable relationship (cointegration) between the levels of the variables, which owes to the fact that there are three independent stochastic trends. If one would actually detect cointegration among the variables, it would be necessary to rethink the underlying economic model and modify the estimation strategy. A single cointegration relationship, for instance, would imply that only two independent stochastic trends generate the joint distribution of the three variables. For the economic model to be consistent with such data, this could mean, for example, that real demand shocks are only temporary, which would then increase the number of the long-run restrictions of the model. Moreover, in the econometric analysis one would then also need to consider the long-run relationship between the levels of variables explicitly in the estimation in order to avoid misspecification.

32. In order to test for cointegration, the procedure suggested by Johansen (1988) was applied (see, e.g., Johansen and Juselius, 1990). To carry out Johansen’s tests it is first necessary to estimate a vector-error-correction model (VECM) for the three endogenous variables. The appropriate lag length in this VECM was selected according to the Akaike-Information criterion, which suggests a lag length of \( L = 4 \). As the results in Table 3 show, the hypothesis of non-cointegration cannot be rejected even at very low significance levels on the basis of both the trace statistic and the maximum-eigenvalue statistic. Therefore, the model's implication of no-cointegration can be taken as fulfilled by the dataset employed here.

<table>
<thead>
<tr>
<th>Sample (adjusted): 1973Q2 2005Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trend assumption: Linear deterministic trend</td>
</tr>
<tr>
<td>Lags interval (in first differences): 1 to 4</td>
</tr>
</tbody>
</table>

Unrestricted Cointegration Rank Test (Trace)

<table>
<thead>
<tr>
<th>Hypothesised No. of CE(s)</th>
<th>Trace Statistic</th>
<th>5% Critical Value</th>
<th>p-value</th>
</tr>
</thead>
</table>

14
The econometric framework

33. The previous unit-root and cointegration tests imply that the empirical model should be formulated as a vector auto-regression in first differences. Hence, defining \( \Delta X = (\Delta w, \Delta q, \Delta p)' \), and employing a matrix of polynomials in the lag operator \( L \): \( B(L) = B_0 + B_1L + B_2L^2 + \ldots \), the reduced-form of the VAR, which has to be estimated, can be expressed as:

\[
(11) \quad B(L)\Delta X = \varepsilon,
\]

where \( \text{var}(\varepsilon) = \Omega \) is the corresponding variance-covariance matrix of the error terms. This VAR can then be inverted into the following moving-average representation:

\[
(12) \quad \Delta X = C(L)\varepsilon, \quad \text{where} \quad C(L) = B(L)^{-1}, \text{and} \quad C(0) = I.
\]

34. If the economic model from above is actually generating the data, then the three endogenous variables should solely depend on the three types of structural shocks. Thus, what we are really interested in is the moving average representation of the following form:

\[
(13) \quad \Delta X = A(L)\eta,
\]

with \( \text{var}(\eta) = I \), and \( \eta = (\eta_s, \eta_d, \eta_n)' \), where the subscripts \( S \), \( D \), and \( N \) denote supply, demand, and nominal shocks respectively.

35. In general, the estimated reduced form errors \( \varepsilon \) are most likely linear combinations of the “true” linearly independent structural shocks \( \eta \). Several helpful relationships between the reduced form (12) and the structural form (13) can be established simply by comparing the coefficients of both systems. From this exercise it follows that \( \eta = A_0^{-1}\varepsilon \), which in turn implies that \( A_i = C_iA_0 \), \( \forall i : i = 1, 2, \ldots \). Both results can be combined to obtain a relationship for the long-run multiplier matrix \( A(1) = C(1)A_0 \). From this follows finally an identity for the long run variance-covariance matrix: \( A(1)A(1)' = C(1)\Omega C(1)' \).

\[
\text{Unrestricted Cointegration Rank Test (Maximum Eigenvalue)}
\]

<table>
<thead>
<tr>
<th>Hypothesised No. of CE(s)</th>
<th>Max-Eigenvalue</th>
<th>5% Critical Value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.068</td>
<td>9.26</td>
<td>21.13</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.040</td>
<td>5.29</td>
<td>14.26</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.002</td>
<td>0.24</td>
<td>3.84</td>
</tr>
</tbody>
</table>

p-values according to MacKinnon, Haug, and Michelis (1999).
36. The long-run restrictions of the above theoretical model imply that $A(1)$ should have a lower triangular structure. As elaborated above, since all $A_i$ for $i > 0$ are determined by the estimated $C_i$ matrices from the unrestricted VAR once the matrix $A_0$ is known, imposing the restrictions will effectively constrain the elements of the matrix 

$$
A_i = \begin{bmatrix}
  a_{i11} & a_{i12} & a_{i13} \\
  a_{i21} & a_{i22} & a_{i23} \\
  a_{i31} & a_{i32} & a_{i33}
\end{bmatrix}.
$$

As Blanchard and Quah (1989) have shown, the restrictions can be conveniently imposed on $A_0$ by a lower triangular Choleski decomposition of the estimated long-run variance-covariance matrix $C(1)\Omega C(1)'$:

$$HH' = C(1)\Omega C(1)'$$

where $H$ is a unique lower triangular matrix.

37. After obtaining $H$, an estimate of the restricted long-run multiplier matrix, one can calculate $A_j = C(1)'H$ as well as all $A_i$, and recover the structural shocks from the estimated reduced form errors $\varepsilon_t$ through $\eta_t = H'C(1)\varepsilon_t$. Finally, the historical decomposition of $\Delta X_t$ into the time-paths generated by the individual structural shocks, are given by the following expressions:

- Historical path generated by supply shocks: 
  $$\Delta X_t = C(L)\begin{bmatrix}
  a_{s11}\eta_{s1} \\
  a_{s21}\eta_{s1} \\
  a_{s31}\eta_{s1}
\end{bmatrix},$$

- by demand shocks: 
  $$\Delta X_t = C(L)\begin{bmatrix}
  a_{d11}\eta_{d1} \\
  a_{d21}\eta_{d1} \\
  a_{d31}\eta_{d1}
\end{bmatrix},$$

- by nominal shocks: 
  $$\Delta X_t = C(L)\begin{bmatrix}
  a_{n11}\eta_{n1} \\
  a_{n21}\eta_{n1} \\
  a_{n31}\eta_{n1}
\end{bmatrix}.$$

**Analysis of the structural VAR**

38. For the estimation of the unrestricted VAR in first differences the same lag length $L=4$ was selected as previously for the cointegration tests. The coefficient matrices $A_i$ and the structural shocks $\eta_t$ were then recovered by the identification procedure that was just sketched in the foregoing section. Before analysing the impact of the different shocks on the model’s variables it is useful to take a closer look at the identified shocks themselves. This can help to verify the validity of the underlying economic hypothesis, since the shocks should reasonably correspond to observable economic developments, and outstanding shocks should be related to well-known one-time economic events. Such a comparison, however, suffers from same difficulties as the equilibrium exchange rate approach that was briefly sketched in paras 7-11, as it requires economic indicators that adequately capture fundamental exogenous changes in the economy. Therefore, the scope at this point can only be to verify whether the identified shocks are not completely out of line with related fundamentals, i.e. both have at least a significant correlation with each other. In contrast to this rather defensive approach, one can argue that if the underlying economic hypothesis for the identification procedure is not statistically rejected (which is clearly the case as will be demonstrated below), then one should take the identified shocks seriously as a mirror of the true fundamental changes in
the economy. Thus, in principle the identified shocks can reveal (new) information about the macroeconomic stance during the sample period that is not visible in many closely monitored economic indicators. In order to facilitate such a distillation of knowledge from the strongly fluctuating shock series, accumulated shock terms will be displayed as an additional piece of information in the following graphs.

39. Starting with the identified supply shocks, it turned out that these shocks are indeed very closely related to changes in the productivity of German employees vis-à-vis the productivity of trading partners (see Figure 4). The correlation between the two amounts to a remarkable 85% over the complete sample. The fact that the shock series correctly captures the adverse supply shock due to reunification provides some additional underpinning for a meaningful interpretation of the identified shocks. Further interesting insights into the identified relative supply side developments can be obtained by accumulating the shocks over the sample period. This exercise highlights that the year 2000 marks the beginning of a series of relative positive supply shocks in Germany that might reflect the initiated process of structural supply side reforms, e.g., tax reform, and the tentative transition to a more flexible labour market.

40. It was comparatively difficult to find an economic variable that displays a similar time pattern as the identified relative demand shocks. As described above, in directly estimated exchange rate models, demand components in relation to GDP are usually used as proxy variables to capture either changes in time- or home-preferences. Many variants of these measures have a very low or even negative correlation with the identified demand shock, however. This was the case, for instance, for the relative sum of private and government consumption per GDP, which is very often used as a fundamental demand side variable in equilibrium exchange rate studies. The most adequate variable among all these indicators turned out to be the ratio of imports to GDP.\footnote{This variable was calculated by taking the difference between German imports to GDP and German exports (converted in foreign real terms) to foreign GDP. To convert German real exports into foreign real exports they were multiplied by the German real exchange rate index.} Given the low price elasticity of imports in general, this variable should gauge changes in the relative preference for German goods quite well. The (negative) correlation of this variable with demand shocks amounts to 47% over the complete sample, which indicates that an identified adverse demand shock reasonably reflects real demand side macroeconomic developments such as a stronger demand for imports than for domestic production. The relatively high correlation in comparison with those of other demand proxies underscores the importance of Germany’s integration into the international trade system for domestic macroeconomic developments. The accumulation of demand shocks suggests an extended demand weakness from 1995 to 2001. Since 2001, however, contrary to the development of domestic demand in Germany, there seems to have been a series of positive relative demand shocks. A closer examination of the proxy variable highlights that this development might not be due to a falling German import quota but to rising foreign imports from Germany in relation to foreign GDP. Thus, the positive demand shocks of recent years can be attributed completely to relatively strong net-foreign demand for German goods.
41. The identified nominal shocks turned out to be closely correlated (correlation coefficient over the complete sample of 52%) to the negative short-term (three month) real interest rate differential between Germany and its trading partners, a variable that is supposed to capture relative nominal shocks. The cumulated path of nominal shocks indicates that after the breakdown of the Bretton Woods System, which is identified to constitute an adverse shock (leading to appreciation), monetary shocks tended to have a relatively expansionary impact in the period from 1975 to 1997. From then onwards monetary shocks were rather contractionary again, compared to their average impact over the complete sample. As the proxy variable highlights, this later episode seems to be closely related to relatively high real interest rates in
comparison to major trading partners. Although this episode essentially covers the European Monetary Union, which should in principle have reduced the exposure of member states to international monetary shocks, the magnitude and frequency of such shocks seems not to have vanished from a German perspective.

**Figure 6. Identified money shocks and changes in real Interest rate differential**

42. In sum, the previous discussion highlights that the identified shocks reasonably capture real economic developments over the sample period quite well. Nevertheless, the problem of finding adequate fundamental variables becomes more than obvious through the low correlations some of the proxy variables shared with the shocks. As discussed further below, relative demand and nominal shocks, for which the correlation with the established proxy variables only amount to about 50%, play an important role in the determination of the real exchange rate. This might at least to some extent explain the problems of statistical accuracy that is inherent to applications of the equilibrium exchange rate approach.

43. Now we can move on to the analysis of the impact of the identified shocks on business cycle fluctuations and the real exchange rate. As a precautionary note one should mention that as in any structural macro-econometric model, the estimated responses to different shocks might be subject to structural changes over longer time periods. A particular structural change that occurred in the sample period apart from German reunification is the change of the exchange-rate regime, from the breakdown of Bretton Woods in 1973 and the European Exchange Rate Mechanism that started in 1979 to the introduction of the Euro in 1999. As a consequence, the degree of nominal exchange rate flexibility has changed over the sample period, although further investigation of the data points to only one clear-cut change that coincides with the introduction of the Euro. Since the impulse response patterns can in principle depend on the degree of exchange rate flexibility the results from the VAR estimation over the complete sample period might not necessarily represent the response of prices, income and the real exchange rate in the current Euro regime. Taken the aforementioned into consideration, it is useful to look at the long-run responses of the estimated model first. The implied long-run multipliers for the impact of the shocks on the three endogenous variables turned out to be highly significant.
The estimated long-run multiplier matrix above indicates that a positive supply shock leads to a rise of relative output, a real depreciation and a fall of relative prices in the long run (multipliers in the first column). A positive demand shock is restricted to have no long-run effect on output (entry in the first row of the second column is zero), but is estimated to lead to a real appreciation and a rise in the relative price level in the long-run. Finally, nominal shocks are restricted to have only a long-run impact on the relative price level, which was estimated to be positive in response to an expansionary monetary shock. In sum, all the long-run multipliers obtained from the restricted estimation are consistent with the implications of the theoretical model of paras 18-20.

44. Apart from the economic plausibility of the long-run responses to shocks, it is also interesting to examine whether the short-run responses of the economic variables are in line with the theoretical considerations. This can be most practically assessed by so-called impulse response functions (see Figure 7).
The impact of a positive relative supply shock for Germany on the model variables is depicted in the left column of the graphs. In the short-run, relative output rises more strongly than in the long-run, while the real exchange rate remains unchanged for about 5 quarters and might even appreciate a bit temporarily. While this response pattern is inconsistent with the simple structure of the model from above, the exchange rate response can be plausible under less rigid assumptions, e.g., when temporary demand-side reactions to productivity shocks are taken into account, which might raise the interest rate and induce capital inflows in the short run. The resulting upward pressure on the real exchange rate might then temporarily offset the downward pressure implied by the new long-run equilibrium. An important policy implication of this slow response of the real exchange rate to supply is that structural productivity enhancing reforms take time to show up in improvements of international competitiveness, and hence in a stimulation of the export sector. Instead, such supply shocks are more likely to stimulate domestic investment and consumption in the short run, contrary to the simple assumptions of the underlying model. Finally, the gradual convergence of relative domestic prices to their lower long-run level is in line with what one would expect in the case of short-run nominal rigidities.
46. The responses of the variables to a relative demand shock are depicted in the centre column of Figure 7. A positive demand shock in Germany raises output temporarily, and almost instantly raises the real exchange rate and the relative price level to their higher long-run levels. A expansionary relative monetary shock to Germany (responses depicted in the right column of Figure 7) temporarily stimulates output, leads to a temporary depreciation, and already on impact pushes relative prices to their higher long-run level. The temporary rise in output to real demand and nominal shocks is consistent with short-run price rigidities. Another prominent implication of these rigidities is also inherent in the empirical model. While the relative price level rises instantly in response to a monetary shock, the real exchange rate depreciates. This implies nominal exchange-rate overshooting as suggested by Dornbusch (1976).

47. All in all, the short run responses of the macro variables to the identified shocks are in line with most of the implications of simple dynamics in the theoretical model. Furthermore, the impulse-response functions indicate that the adjustment process to the various shocks is completed after 8 quarters, or roughly 2 years. This implies that the reunification shock as well as a potential monetary shock by a misaligned entry into monetary union (although there is no evidence for this from the identified monetary shocks) should have been digested by the economy a long time ago, and should no longer influence current macroeconomic developments. On the other hand it suggests that the series of positive supply shocks at the end of the sample period might exert a downward pressure on the real exchange rate for some time to come.

48. The second standard tool to analyse the properties of the estimated structural VAR is the so-called forecast error variance decomposition. For each endogenous variable it highlights what proportion of variance of the forecast error over different forecast horizons is due to the individual shocks. In other words, the decomposition reveals the magnitude by which the individual shocks carry over into changes of the endogenous variables, given the same distribution of shocks in the forecasting period as in the past (iid normal by assumption). This information provides some further important insights with respect to the main questions of the paper.

49. The results of the decomposition (see Table 4) show that even in the very short run, relative output fluctuations are almost entirely determined by relative supply shocks, which corresponds to results obtained in former studies. In contrast to this, changes in the real exchange rate are roughly two-thirds driven by relative demand shocks, and only one third by relative nominal shocks. This result contrasts with some earlier studies, which find only a limited impact of real shocks on the real exchange rate. The relative importance of demand shocks in exchange rate determination combined with the relative immunity of relative output to such shocks, suggests that the German real exchange rate plays an important role as an absorber for real and nominal demand side shocks. In contrast to this beneficial role, however, the weak relation of the real exchange rate to supply shocks implies that its stabilising role for such shocks is rather limited. For the past this means that the adverse productivity shock of reunification had been insufficiently reflected in an increase of relative domestic prices, which has postponed the required reduction in domestic demand and might have contributed to the built-up of excess capacity. For the current structural reform process that is visible at the end of the sample period, it implies, in turn, that the positive long-run impact on output might materialise rather slowly as the transmission into a fall of relative prices is hampered by the dominance of the effects from real and nominal demand shocks.
Table 4. Forecast error variance decompositions

<table>
<thead>
<tr>
<th>Quarters</th>
<th>Per cent of Variance in $\Delta y$, due to</th>
<th>Per cent of Variance in $\Delta p$, due to</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Supply shock</td>
<td>Demand shock</td>
</tr>
<tr>
<td>1</td>
<td>99.63</td>
<td>0.35</td>
</tr>
<tr>
<td>2</td>
<td>98.59</td>
<td>0.53</td>
</tr>
<tr>
<td>3</td>
<td>98.57</td>
<td>0.56</td>
</tr>
<tr>
<td>…</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>97.14</td>
<td>1.43</td>
</tr>
</tbody>
</table>

50. The most interesting information that can be drawn from the structural VAR is a separation of past exchange rate developments into time-paths that depend only on individual shocks (the so-called historical decomposition). It allows a computation, for example, of the implied path of the real exchange rate if only supply shocks had occurred in the respective sample period. Such shock-dependent series would then comprise of a individual stochastic component and a joint deterministic component (constant and trend). In the following graph (Figure 8), only the stochastic components of these implied exchange-rate paths are shown for all three types of shocks. This ensures that the individual shock-dependent series add up to the complete stochastic component of the historical real exchange rate movements, which is identical to the total forecast error if one had forecasted the real exchange rate path based on the information in the second quarter of 1973.

51. The graph highlights many important implications of the structural decomposition. First, while supply shocks played only a minor role in the determination of the real exchange rate over the complete sample, the fall in productivity due to reunification (here dated to the first quarter of 1991) constituted a substantial isolated shift in the new equilibrium real exchange rate. In absence of any other shocks it would have initiated a minor temporary depreciation in 1991 and a substantial long-run revaluation afterwards, which would have been completed not earlier than 1995. Apart from this one time event relative supply shocks virtually played no role in the determination of the real exchange rate until 2001. Since then, however, relative positive supply shocks, which might be related to recent structural reforms, have exerted some downward pressure on the real exchange rate, and have pushed towards a higher international price competitiveness, respectively.

---

9. For a formal definition, refer to paras 33-37.

10. Consistent with the impulse response pattern, a negative supply shock can temporarily lead to a small depreciation through adverse demand side effects (refer also to paragraph 23). However, because of the dating problem, when exactly economic actors took the effects of reunification into consideration, the short-run implications of supply shocks should only be interpreted with great caution.
Second, demand shocks have been clearly the major driver of the real exchange rate over the complete sample. In particular, they play a crucial role in explaining the prolonged appreciation/depreciation cycle that followed German reunification. Such a cycle is also reflected in the changes in the relative import quota to GDP (the selected proxy variable for demand shocks). A closer look at macroeconomic developments during the period 1991-2000 support the idea of a particular demand driven boom-bust cycle. Investment into new capacity grew strongly, in the early years after reunification, foremost in the construction sector, as economic optimism was elevated and the government provided generous subsidies for investment in the New Laender. At the same time private consumption was also booming in the early years as huge west-east transfers provided East-Germans with the means to catch up in private living standards. The beginning recession in 1993 marked the end of this positive demand shock. However, it took some time until economic policy makers and economic actors realised that a fundamental correction of their behaviour was warranted. Wages increased strongly in 1993 despite the looming recession, and government subsidies for investment in East Germany were not significantly cut before 1995. The subsequent correction of over-optimistic investment and consumption plans is reflected in real-exchange rate developments from 1995 onwards as a series of negative demand shocks pushed towards a substantial real depreciation. Until 2001 the German import share in GDP rose by more than 7-percentage points relative to the import share of trading partners. The bulk of the relative fall in domestic production can be traced back to the outstanding weakness of investment, in particular in construction, that characterised this period.

Also the real appreciation from 2002 to 2004 has been primarily triggered by relative positive demand shocks for Germany. This seems peculiar at first sight, given that Germany has suffered from a particular weakness of domestic demand in this period and that, congruent to this, Germany’s import share in domestic GDP increased by 3% over that period. An explanation for this counterintuitive result can be obtained by a closer look at the selected proxy variable for relative demand shocks, however. In fact, Germany’s relative import quota (import share of German GDP relative to the share of German exports in

---
the trading partners’ GDP) has declined by 10-percentage points until 2004 due to a substantial increase in foreigners’ propensity to import German products. This might help to explain why German exports remained fairly strong despite the substantial real appreciation.

54. Finally, as suggested by the underlying restrictions, monetary shocks have relatively little impact on the level of the real exchange rate. The breakdown of the Bretton Woods System seems to be plausibly identified by the model as an adverse financial market shock that exerted short-term upward pressure on the real exchange rate which was then subsequently corrected. From 1999, the year of the de facto introduction of the euro, to the year 2001, virtually no exchange rate movements can be attributed to nominal shocks. Since then, however, monetary shocks have been abating, which at least between 2002 and 2003 can be attributed to the high positive short-term real interest differential between Germany and the US that prevailed at that time. The relatively tighter monetary environment in Germany might also reflect temporary asymmetries in the stance of the business cycle between euro member countries.

Summary and policy conclusions

55. In this paper real demand and supply shocks as well as nominal shocks have been identified as the three driving forces for macroeconomic developments in Germany and its main trading partners over the past 30 years. The short-run and the long-run impact of these shocks on relative output, price and real exchange rate fluctuations are broadly consistent with the implications of the Mundell-Flemming-Dornbusch type model that provides the necessary identifying restrictions for this analysis.

56. The identified shocks suggest that long-term movements in the Germany’s international price competitiveness have been primarily caused by relative real demand shocks, which are related to autonomous demand shifts between German and foreign goods. Real demand shocks play a crucial role in explaining the prolonged appreciation/depreciation cycle that followed German reunification, and they are also the main factor for the recent appreciation since 2002. While in the former case these shocks can be associated with the relative strength and weakness of domestic demand in Germany, in the latter case they rather result from foreign demand shifts towards German goods. In contrast to the importance of demand side disturbances, supply shocks played a far less prominent role in the determination of the real exchange rate. Only the adverse supply shock of reunification and a series of positive supply shocks after 2000, which might reflect structural reform efforts, led to significant changes in the implied equilibrium exchange rate. Finally, while monetary shocks do not affect the long-run real exchange rate per definition, in the short-run they seem to have had an expansionary impact during most of the 1980s and 1990s, and only since early 2002 seem to exert some pressure towards a real appreciation.

57. Overall, the analysis of the paper underlines that international price competitiveness is an inadequate indicator for the success of structural supply side reforms. In the past decade it has been rather downward pressures on the demand side that induced a real depreciation. As the exchange rate developments of the past three years demonstrate, the impact of positive supply shocks can be thwarted by international demand and monetary developments. Moreover, as was highlighted by the impulse-response analysis, even an isolated increase of potential output would only slowly translate into a real depreciation, such that the role of the German export sector in supporting the adjustment to a higher growth and lower unemployment equilibrium seems limited.

The conclusions drawn from the identified shocks in the paper might be put under scrutiny by further research that employs alternative underlying theoretical hypotheses and also alternative empirical

---

12. For a better understanding of Figure 8, it might be useful to note that after an isolated monetary shock the real exchange rate would reverse to the zero line, whereas in the case of isolated real demand and supply shocks, the real exchange rate would converge to a new equilibrium level that is not necessarily zero.
identification schemes. For instance, one could check the robustness of the results by employing the identification scheme of Fisher and Huh (2002), who analyse a VAR of relative output, the real exchange rate and the trade balance without imposing the restriction of PPP in the long-run in case of nominal shocks. A further possible extension would be to look for changes in the response patterns over time by estimating the model for different sub-sample periods. This might highlight, for instance, whether the adjustment process has changed due to recent structural reforms or other regime shifts such as the entry into European Monetary Union.
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