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Foreword

This is an assessment of  the quality of  evaluation reports commissioned by 
Sida’s line departments and Swedish embassies in countries where Sweden 
and Sida are engaged in development co-operation. Based on a close reading 
of  a sample of  evaluation reports published in the Sida Evaluations series it 
looks at the coverage, credibility and usefulness of  the results information 
generated through the decentralised part of  Sida’s evaluation system. 

The purpose of  the study is to contribute to on-going efforts by Sida’s De-
partment for Evaluation (UTV) and Sida as a whole to enhance the quality 
of  Sida evalua tions. Sida has recently adopted a programme for strengthen-
ing its system for results based management and evaluation is a key compo-
nent of  that system. The study will be very useful as a baseline against which 
to evaluate the effects of  staff  training programmes and other actions taken 
in order to improve the quality of  Sida evaluations in years to come. 

It should be noticed that the study was originally intended to be the initial 
step of  a more comprehensive study that would also include a review of  the 
actual use of  the evaluation instrument in different country contexts. As a 
result of  budget cuts and shortages of  staff  at the Department for Evalua-
tion, however, the second part of  the study had to be cancelled. 

Notice also that the present study is an abbreviated and edited version of  a 
considerably longer consultancy report originally delivered to Sida. One of  
the chapters of  the original report is included as an annex. The study was 
abbreviated and edited for reasons of  accessibility. 

While UTV has been much involved in the editing of  the report it is not 
 responsible for the quality assessments that it contains. The latter belong 
entirely to the authors, a team of  independent evaluators and evaluation 
specialists. The assessment process is described in the report. 

According to the report, the quality of  Sida evaluations is by and large not as 
good as it ought to be. The report is handed over to Sida with the expectation 
that it will generate a determined response. 

Stefan Molund
Acting Director 
Department for Evaluation
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Executive Summary

Introduction
Evaluations are ‘reality tests’ of  aid efforts and strategies intended to be used 
in support of  accountability, decision-making and learning. In development 
co-operation today, there is increased demand for evidence-based results in-
formation and greater emphasis on results-based management. The purpose 
of  this study is to contribute to ongoing efforts by Sida’s Department for 
Evaluation (UTV) and Sida as a whole to improve the quality of  Sida evalua-
tions.

The study is based on a close reading of  34 evaluation reports published in 
the Sida Evaluations series between 2003 and 2005. All the reports were 
produced by Sida’s line departments and the Swedish embassies in countries 
where Sida is involved, and most of  them focus on individual projects and 
programmes. UTV evaluations, which are usually concerned with wider 
 issues, were deliberately excluded from the study. 

The reports were analysed by an external team of  evaluation specialists in 
order to fi nd out whether the quality of  the eva lua tions produced by the line 
departments and the embassies should be considered good enough. Do Sida 
evaluations produce information on processes and results that is comprehen-
sive and detailed enough in view of  Sida’s management needs and re porting 
requirements? Are fi ndings, conclusions and recommendations well sup por t-
ed by reported evidence? Do the evaluations produce lessons that are useful 
for lear ning and improvement beyond the evaluated projects and pro-
grammes? 

The overall answer is that there is much room for improvement. Although 
there are exceptions, Sida eva lua tions are by and large not good enough. 
The study concludes with a series of  general recommendations for improve-
ment.

The Assessment
An evaluation, as a process, can be divided into four main phases: (1) the 
speci fi  ca tion of  a set of  evaluation questions, (2) the search for answers to 
those questions, (3) the organisation of  the answers into a report, written or 
verbal, and fi nally, (4) the use of  the report for purposes such as management 
or learning. This study has fo cus ed on the fi rst three phases in so far as they 
could be assessed from the reports. 
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It should be noted that this is a desk study and that it has nothing to say about 
the actual reception and use of  the evaluation by its stakeholders. As use is an 
important quality criterion for evaluation processes, this is an important limit-
ation. Nevertheless, while the study provides no information on the actual 
use of  the evaluations, it has much to say about their potential usefulness. 

The assessment focuses on the following issues: 

• the quality of  the Terms of  Reference (TOR) for the evaluations and the 
extent to which the evaluation reports adequately responds to those 
TOR; 

• the quality of  the design of  the evaluation, including its data collection 
methods;

• the quality of  the information on results and implementation;

• the quality of  conclusions, recommendations and lessons learned.

For each of  these issues there was a set of  quality criteria against which the 
reports could be systematically rated. The rating was done by the team of  
external eva luators and evaluation specialists who had also defi ned the crite-
ria. Each of  the reports was read by at least two of  the team members and 
the results were dis cus sed one report at a time in the wider group. The result-
ing assessments thus repre sent the refl ected collective opinion of  the rating 
team. 

Findings
The fi ndings are conveniently summarised as answers to a series of  ques-
tions: 

1. Are the TOR for Sida evaluations well formulated and do the evaluations ade qua te ly 
address the evaluation questions formula ted in the TOR?

Most of  the evalua tions in the sample addressed the questions raised in the 
TOR, though they did not necessarily provide satisfactory answers (cf. be-
low). As evaluation teams usually present draft reports to Sida and are asked 
to make adjustments, where necessary, it is not surprising that the end prod-
uct corresponds fairly well to the TOR. The TOR were not always clearly 
formulated and focused, however. The overall assessment of  the TOR for the 
evaluations examined in this study was not very good. 

2. Do Sida evaluations provide valid and reliable information on effi ciency, effec tiveness, 
impact, relevance and sustainability?

Taking the limitations in time and resources into account, about two thirds 
of  the evaluations contain a minimally satisfactory analysis of  effec tive ness, 
sustainability and relevance. Fewer than half, however, contain an adequate 
ana lysis of  impact, and only one in fi ve delivers a satisfactory discussion on 
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effi  cien cy. While the majority of  the reports (74%) were found to address the 
questions in the TOR, between 30% and 80% of  Sida’s evaluations fail to 
deliver plausible statements for each of  the fi ve evaluation criteria. 

Most of  the evaluations cover effectiveness appropriately (62%), although 
often in the sense of  goal achievement at the output or near outcome stages. 
Many evalua tions that draw conclusions for intervention effectiveness do not 
give the issue of  attribution suffi cient consideration, i.e. they do not show any 
empirical evidence of  the intervention having an infl uence.

Impact studies are less common (47%), if  we take “impact” to mean the ef-
fects of  the interAvention itself  as opposed to the effects of  concurrent extra-
neous factors. Cau sal analysis should be an inte gral part of  effectiveness and 
impact assess ment. In the sample reports, the out come objectives that are to 
be assessed are often broad, long-term and of  a multiple nature. In many 
cases the evaluations are designed in a way that makes it diffi cult to assess the 
actual impact of  an intervention (see ques tion 3).

Most evaluations do not consider effi ciency suffi ciently: only 21% of  the 
evaluations in the sample succeed in this task. Financial analysis is a weak 
area in most reports, and the cost of  interventions is rarely analysed and com-
pared to outcomes or impacts – not even at a general level. Questions about 
the extent to which more and better outcome effects might have been 
achieved by alternative means are rarely addressed. All too often, conclu-
sions about effi  ciency are presented without empirical data to support them.

With regard to their assessment of  sustainability, 59% of  the evaluations are 
rated as satisfactory. Few evaluations apply the sustai na bility criterion well, 
however, and the analysis is often too impressionistic. In many cases, broader 
and more syste matic analysis covering different aspect of  sustainability would 
have been useful. 

The assessments of  relevance are found to be somewhat more accu rate and 
ade quate, though in most cases relevance is assessed in relation to Sida’s and 
the respective partner country’s poli cies. There is no systematic discussion of  
relevance with respect to the needs and priorities of  the target group.

3. Do Sida evaluations contain a clear and consistent analysis of  attribution and explain 
how and why the interventions contributed to results?

Very few evaluations contain a satisfactory analysis of  attribution and causal 
mecha nisms. The eva luations frequently present data bearing on the indica-
tors set out in the logical framework of  the intervention, but they do not ad-
equately assess the extent to which the recorded changes can be explained by 
the intervention. Nor is the issue of  unintended consequences addressed in 
most cases. 
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4. Do Sida evaluations have an appropriate research design? 

The evaluation design is considered appropriate in the majority of  the cases, 
given the constraints of  time and resources. Nonetheless, 21% were rated as 
“not quite adequate” or as suffering from “signifi cant problems”. The most 
common research designs are narrative analysis (65%) and case studies 
(35%). None of  the evaluations used experimental or quasi-experimental de-
signs. Impact analysis would in many cases have required a stronger design 
to generate valid and reliable conclus ions. 

With regard to data collection methods, the assessment is less favourable. 
One in three evaluations was found to lack appro priate methods for answer-
ing the evaluation questions. Most evaluations rely on a basic mix of  meth-
ods, with open-ended interviews and docu ment analysis being the most com-
mon, sometimes combined with ad-hoc obser va tions. Few evaluations use 
focus group interviews, structured interviews or surveys, and standardised 
interviews and structured observations are rare. 

Sampling is usually purposive or purely ad hoc, with the evaluators tending 
to rely on the information that is most easily available. Only two evaluation 
reports contain any discussion of  the principles they applied when selecting 
the sample and how this affected the fi ndings.

5. Is the evaluation process in Sida evaluations well documented and trans pa rent, so that 
readers can make an independent assessment of  validity and reliability?

Fewer than two thirds of  the evaluations contain an adequate section on 
methods and methodology, and even fewer discuss validity and reliability 
(35%) or the limitations of  the task (41%). Most of  the reports do not include 
their data collec tion instruments or present data to support their conclusions. 
This means that the reader often does not have a chance to make an inde-
pendent assess ment of  the evaluation methodology. For an evaluation report 
to appear reliable it must explain how indicators are defi ned and data col-
lected. 

6. Do Sida evaluations include a valid and reliable analysis of  the manage ment of  inter-
ventions?

An analysis of  management aspects is not necessary or relevant to all evalu-
ations. Nonetheless, many of  the evaluations include an analysis of  one or 
two dimen sions of  management, such as planning or organisational struc-
tures, while few contain a comprehensive assessment of  implemen tation is-
sues. Fewer than half  pro vide a satisfactory analysis of  organisational struc-
tures, co-ordination and net works, and fewer still include a suffi ciently in-
structive analysis of  leader ship, planning and fi nancial management. It is 
striking how leadership and governance issues are often left out or only margi-
nally discussed. 
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7. Do Sida evaluations provide clear and focused recommenda tions for speci fi ed target 
groups?

The majority of  evaluations have clear and consistent recommen dations that 
are derived from the analysis and conclusions. As evaluations are often meant 
to be used for decision-making, it is valuable that most of  the reports were 
found to deliver practical recommendations that could be translated into 
deci sions for clearly specifi ed groups of  actors 

As many of  the evaluation reports do not have suffi cient evidence to sup port 
their fi ndings and conclusions (cf. above), however, the quality of  the 
recommenda tions derived from those must be considered as questionable.

8. Do Sida evaluations document interesting and useful lessons learned from the interven-
tions that were evaluated?

“Learning” is one of  the main purposes of  evaluation. The “lessons learned” 
section in an evaluation report is meant to present new insights that are rel-
evant to a wider audience than the immediate stakeholders. Lessons learned 
are supposed to generalise and extend the fi ndings from the intervention 
under study, either by considering it as an example of  something more gen-
eral or by connecting it to an ongoing discourse. This requires familiarity 
with both the international development debate and the discipline or sector 
under study and may not be possible or even necessary in all cases. The de-
gree of  generalisation may also vary from case to case.

For all that, it is surprising that only 26% of  the evaluation reports contain a 
section on lessons learned, and it is a cause for concern that the sections that 
where available are so weak. Only four reports were found to make strong 
contributions to the understan ding and knowledge of  development coopera-
tion.

Conclusion and Recommendations
It must be concluded that evaluation quality assu rance should be improved 
at Sida. There is a need for more and better empirical evidence and system-
atic use of  such information in a majority of  the reviewed reports. It is of  
particular concern that so few of  the evaluations included enough informa-
tion on the methods used. This made it diffi cult to assess whether the conclu-
sions were reliable and clearly derived from the data. Reliable conclusions 
are in essence the purpose of  evaluations. 

Some of  the weaknesses in the individual reports stem from poor TOR, 
which could have been picked up during the inception phase. This means 
that they are largely the responsibility of  the Sida staff  involved in the man-
agement of  evaluations. Other problems may be caused by a lack of  techni-
cal skills or poor motivation among the consultants who carry out evalua-
tions on behalf  of  Sida, and in many cases there seems to be a mismatch 
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between the questions in the TOR and the resources invested in answering 
them. A lack of  recognition and reward for high-quality evaluation work 
 appears to be yet another problem.

This report presents a multi-faceted picture of  the quality problem, but no 
straight forward recommendation as to the approach to take in order to im-
prove the quality of  evaluation. There are quality issues at different levels 
and multiple strate gies are required to improve quality:

1) Improving the quality of  individual reports produced by external evaluators

Design issues need to be resolved in close cooperation between Sida and the 
consultants during the inception phase; more feedback could be given during 
the eva lua tion process; and increased use could be made of  reference groups 
or other committees that can safe guard quality.

2) Assuring the quality of  the evaluation system

Evaluation capacity within Sida needs to be strengthened and integrated into 
overall planning and management; suffi cient fi nancial and human resources 
for evaluation need to be secured; and communication of  evaluation results 
should be improved.

3) Increasing the demand for and utilisation of  evaluations

More attention needs to be paid to the timing and use of  evaluations. Stake-
holders – ranging from project managers to politicians – need to be provided 
with relevant in for mation at the right time.

Given the increased focus on results-based management and the tendency of  
the general public and decision-makers to take evaluations at face value, as 
telling the truth, there is ample evidence in this report to suggest that more 
attention needs to be paid to the quality of  evaluations at Sida. 
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1 Introduction

1.1 Purpose and Background
Swedish development cooperation has a history of  more than 50 years, and 
eva lua tion has been a prominent part of  the system for at least the past 40 
years. In response to requests for reliable feedback from the Swedish Parlia-
ment, Government and Sida itself  on the implementation and results of  aid, 
Swedish and international consultants have produced hundreds, if  not thou-
sands, of  reports. When Sweden takes part in interna tional forums, there is 
often an emphasis on the need for high-quality evaluation sys tems and a call 
for improved effectiveness driven by evaluation and learning.

The present study is an assessment of  the quality of  a small sample of  evalu-
ations produced by Sida. It is based on a close reading of  34 recent reports 
from the Sida Evaluations series, which contains most of  Sida’s evaluation re-
ports, and addresses questions concerning the scope, validity, and potential 
usefulness of  the information generated by Sida’s evaluation system as it cur-
rently operates. While dealing prima rily with the quality of  individual evalu-
ation reports, it also refl ects on the quality of  the evaluation system as a 
whole. The practical purpose of  the study is to contribute to ongoing efforts 
by Sida’s Department for Evaluation to help strengthen Sida’s evalua tion 
system. As it is published at a time when Sida is engaged in a major review 
of  its own organisation and attempts to focus more sharply on development 
outcomes, it provides a timely baseline assessment of  strengths and weak-
nesses of  a key com ponent of  Sida’s existing system for results based man-
agement.1 

The study was developed in close dialogue with Sida’s Department for Eval-
uation (UTV) and initiated as an experiment in assessment methodology. 
The TOR were un usual ly brief, asking only for a description of  the results 
information contained in the reviewed evaluation reports and an assessment 
of  the quality of  that information. The rest was left open for discussion. 

While the analytical framework for the study was developed in close dialogue 
with UTV, the study itself  and its evaluative contents belong entirely to its 
authors. UTV did not participate in the discussions on individual evaluation 
reports and had no hand in the quality ratings that emerged from those dis-
cussions. 

1 The position paper Strengthening Sida Management for Development Results presents Sida’s approach to 
results based management in brief. 
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1.2 Scope and Limitations
As a process, an evaluation can be divided into four main phases: 

1)  The specifi cation of  a purpose such as management or learning and the 
identifi  ca tion of  a set of  evaluation questions matching that purpose,

2) The search for answers to the evaluation questions, 

3)  The organisation of  the answers into a report, written or verbal, and, 
 fi nally, 

4) The use of  the report for its specifi ed purpose. 

As suggested in Figure 1 below, each phase of  the evaluation process can be 
assessed in terms of  quality. The evaluation questions set out in the TOR can 
be relevant, to a greater or lesser extent, to the specifi ed purpose, as can the 
metho dology to the evaluation questions. At each stage, steps are taken that 
are likely to affect the validity of  the results and the usefulness of  the fi nal 
report. 

Figure 1. Model of a systematic approach to evaluation quality

As this was a desk study, our information about the actual evaluation pro-
cesses is limited. The conclusions are based on what is written in the fi nal 
reports and on supplementary information about costs and other matters 
provided by Sida’s Depart ment for Evaluation (UTV). 

This is an important limitation. While all the reports contain both the evalu-
ation questions as they were fi rst formulated in the TOR and the answers to 
those questions, other aspects of  the evaluation process are not always well 
described. For example, the pur pose of  the evaluation is in many cases quite 
ob scure, which means that the relevance of  the evaluation questions is diffi -
cult to assess. The fact that the reports cannot tell us anything about how 
they were received and used after completion is obviously also a considerable 
limitation.

As we compiled the results of  our assessments of  the reports in the sample, 
we also refl ected on the quality of  the wider evaluation system producing 
them. We thus tried to assess the usefulness of  the information contained in 
the reports for results analyses in the aggregate in much the same way as we 
sought to assess the usefulness, or potential usefulness, of  indi v i dual evalua-
tions for their particular stakeholders. For example, while noting that it might 
be quite in order for any particular evaluation not to raise questions about 

Quality of 
request for 
information

Quality of 
evaluation 
product 
(report)

Quality of 
evaluation 
process

Quality 
utilization
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the effi ciency of  the activities reviewed, the fact that ques tions about effi -
ciency were usually not answered by Sida evaluations should perhaps be de-
scribed as a weakness of  the system as a whole. 

Nonetheless, our assessments of  quality at corporate level are tentative and 
limited in scope. Most importantly, we do not deal with processes of  evalua-
tion programming. As we do not know why certain activities were singled out 
for eva lua tion during the reviewed period while others were ignored, an as-
sessment of  the quality of  the overall system is obviously beyond our pur-
view. 

1.3 Quality Criteria and Ratings 
Our fi rst step was to specify exactly what we meant by a good evaluation re-
port. What are the different evaluative criteria to be used in assessing evalu-
ation quality? It was agreed, for example, that a good report should provide 
answers to the questions in the TOR and be well structured, so that the 
reader can follow the arguments and fi nd his or her way through the text. We 
also agreed that in a good evaluation report the conclusions should be relia-
ble and clearly derived from the data. The report should, of  course, also be 
well written.

Our criteria of  what constitutes a “good” evaluation report were taken from 
literature on the subject. The OECD/DAC Trial Evaluation Quality Stand-
ards is a key document for assessing the quality of  Sida evaluations, and the 
widely circulated quality standards of  the Joint Committee on Standards 
(1994) are also relevant. According to the Joint Committee, quality in evalu-
ation can be assessed in relation to four interrelated criteria: accuracy, feasi-
bility, propriety and utility. While the fi rst concerns factual correctness and 
adequacy of  the information provided by an eva lua tion, feasibility and pro-
priety refer to the practicality of  the evaluation and its conformity to ethical 
standards respectively. Finally, utility refers to the usefulness of  an evaluation 
in relation to the problem it is intended to solve (cf. Sida 2007, p 24).

In this study we are mainly concerned with quality in relation to the criteria 
of  accu ra cy and utility. More precisely, we focus on the following issues: 

1. the quality of  the TOR and the evaluation questions, and the extent to 
which the evaluations respond to them;

2. the quality of  the evaluation research designs, including methods for data 
collection;

3. the quality of  the results information and the analyses of  implementation 
processes provided by the evaluations; and

4. the quality of  the conclusions, recommendations and lessons learned that 
are contained in the reports.
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We proceed on the assumption that the same quality standards can be ap-
plied to all evaluations, regardless of  purpose and context. This assumption 
can be questioned. There is a strong case to be made for applying quality 
standards selectively. If, for example, an evaluation is primarily commissioned 
to document experiences for organisational learning, the attributes that make 
it easily readable and understandable might be of  great importance. If, how-
ever, an evaluation is commissioned to assess results before a decision is made 
on whether to continue a programme, the inten ded readers may be few and 
hence the communicative aspects less important. On the other hand, quality 
standards referring to methodological choice, data and results, and the draw-
ing of  conclusions are always impor tant regardless of  context and purpose.

The model in Box 1 sets out a general framework for assessing evaluation 
quality in relation to the four issues above. On the basis of  this model we 
identifi ed no less than 64 separate aspects or elements that we considered 
relevant to our task. Annex 1 contains our assessment format with questions 
relating to each of  these 64 elements. Of  the questions, 17 refer to back-
ground characteristics, 7 to a description of  the me tho  dology and the re-
maining 40 to aspects of  an evaluation that are directly relevant to an assess-
ment of  its quality.2 

Box 1.  Extended model to assess the product, process, and 
information request quality of evaluation reports

Descriptive category Main issues assessed/described
Description of system aspects 
of the evaluation

• Cost of the evaluation
• Sector, nature of evaluated object
• Region
• Evaluators/evaluation team
• Host country participation

Description of methodology • Basic evaluation question(s)
• Evaluation design
• Evaluation methods
• Use of data collection instruments

Assessment of methodological 
choices

• TOR and basic question(s)
• Design and methods
• Validity and reliability
• Methodological choices
• Data collection instruments

Assessment of evaluative findings Reliability of assessment of management and 
implementation

Reliability of assessment of outputs, outcomes 
and impacts

2 The analytical framework adopted in this study is similar to that used by Forss and Carlsson 1997 and 
Forss and Uhrwing 2003.
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Descriptive category Main issues assessed/described
Assessment of conclusions 
and recommendations

Conclusions that are based on evidence

Recommendations that follow from value 
premises, data analysis and conclusions

Lessons learned that are clear and succinct 
and follow from empirical observations

Each of  the reports was assessed against the 40 quality criteria, and the as-
sessment of  each one was summarised as a rating on a six-point scale ranging 
from ‘excellent’ to ‘very poor’. The aggregation of  ratings that refer to differ-
ent quality criteria into a combined overall quality rating was avoided, as a 
good rating according to one criterion, such as clarity of  presentation, does 
not necessarily compensate for a poor rating by another criterion, such as 
analysis of  attribution. Although, to some extent, strengths seem to go hand 
in hand with strengths and weaknesses with weak nesses, it was not consid-
ered practically useful to construct a composite quality index. 

An Excel master sheet was developed in which each evaluation report was giv-
en a row and each quality indicator a column. As all the ratings were plott ed 
on this sheet, it became our main database for this study (see Annex 2). In the 
course of  reading and discussion, the team members also took note of  exam-
ples of  “good prac tice” and other instructive solutions to evaluation prob-
lems. Examples of  these are presented in text boxes throughout the report.

Each of  the reports was carefully read and rated by at least two of  the team 
members. The fi rst reading was carried out individually. We then met and 
com pared our assessments in order to agree on a consolidated opinion. 
There were initial differen ces of  opinion in many cases, but, through discus-
sion, we were usually able to arrive at a common understanding and joint 
conclusions. On the whole, we believe that the assessments presented in this 
study are accurate and fair. 

This is not to say that our assessments are beyond dispute. The fact that all 
the members of  our team are experts in evaluation rather than experts in the 
various substantive fi elds discussed in the evaluations is obviously a potential 
source of  bias in itself. It is quite possible that experts in those fi elds would 
assess the strengths and weaknesses of  the reports differently. 

There is also a risk that we have put too much emphasis on bureaucratic 
neatness and academic accuracy, forgetting at times that evaluation is prima-
rily a practical decision-making tool. As it turns out, assessing the quality of  
evaluation reports is not the same as producing such reports. Furthermore, 
our individual understanding of  the reports tended to change as we discussed 
them, and it might have continued to do so had we allowed the discussion to 
go on. The nego tiated consensus that we present in this report is not neces-
sarily the last word on the quality of  those reports. Our assessments should 
be taken as a contribution to a debate that can, and should, continue. 
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1.4 Quality Questions
From the four major interrelated criteria described above (cf. 1.3.), we devel-
oped eight questions to discuss the quality of  the sample evaluations. As 
Sida’s evaluation system has been in place for many years it seems reasonable 
to expect that most evaluations would pass a quality test. It should also be 
expected, for a variety of  reasons, that some would fail. What percentage of  
Sida’s evalua tions can be rated as “satisfactory” in respect of  the different 
quality criteria? The rating uses a six-point scale, with satisfactory being a 
rating in one of  the upper three categories.

Question 1.  Do Sida evaluations adequately address 
the evaluation questions formulated by Sida in the TOR?

Evaluations are commissioned for a purpose, which is supposed to be clearly 
spelled out in the TOR. A number of  questions follow from the purpose, 
based on the fi ve main evaluation criteria – effectiveness, effi ciency, impact, 
relevance and sustai na bility – that the evaluation is meant to answer. Not all 
TOR require an assessment of  all fi ve criteria and the evaluator is supposed 
to discuss the evaluation questions before developing a methodology to an-
swer them. While much could be said about the importance of  well-written 
TOR, this question focuses on the extent to which the evaluation reports 
answer the questions posed in the TOR.

Question 2.  Do Sida evaluations provide valid and reliable information on 
efficiency, effectiveness, impact, relevance and sustainability?

According to the OECD/DAC Evaluation Quality Standards, evaluation is 
defi ned as a study of  effi ciency, effective ness, impact, sustainability and rele-
vance (OECD/DAC 2007). Hence, as these reports are entitled “evalua-
tions”, they must, by defi nition, con tain information in these areas. As ex-
plained in the Sida Evaluation Manual, not all fi ve criteria need to be cov-
ered in every evaluation: “the policy requirement is rather that none of  them 
should be put aside without a prior assess ment of  their relevance” (Sida 
2007, p. 28). However, if  the evaluation system as a whole is expected to 
provide suffi cient information on the fi ve dimen sions men tioned above, the 
dimensions need to be applied frequently and evaluations should contribute 
valid and reliable fi ndings.

Question 3.  Do Sida evaluations contain a clear and consistent 
analysis of attribution and explain how and why 
the interventions contributed to the results?

Question 2 addressed the analysis of  results, and in practice this should in-
clude an analysis of  how the changes are brought about. This is not always 
the case and methods for drawing conclusions on issues such as effectiveness 
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and impact can vary a great deal. In order for an evaluation to be useful, 
presentations of  reliable results should, as far as technically possible and 
practically feasible, be accompanied by an analysis of  how the change was 
brought about. We have therefore introduced this question, which focuses on 
an analysis of  how the intervention contributed to the results (in terms of, for 
example, impact or outcome).

Question 4.  Do Sida evaluations have an appropriate design 
for impact evaluation? 

Evaluations can take many different forms: sometimes it is possible to design 
experi mental studies with randomised test groups and control groups and at 
other times case study designs or narrative analysis are more suitable and 
respond best to the TOR3. Evaluators choose from interviews, surveys, obser-
vations and docu ment analyses as their main data collection methods. As the 
subjects under evalua tion are so different we should expect a variety of  ap-
proaches to the evaluation task.

Question 5.  Is the evaluation process in Sida evaluations 
well documented and transparent so that readers can 
make an independent assessment of validity and reliability?

Evaluation is also defi ned as systematic inquiry, which means that the meth-
ods of  the social sciences should be used. An evaluation is often more useful 
if  the process is transparent, making the process of  inquiry visible to the 
readers. Many evaluations, however, try to be short and concise, and the 
readers might be more interested in the conclusions than the methods. Even 
so, it seems reasonable to expect that most evaluation reports inform their 
readers of  what they have done and why their fi ndings should be trusted.

Question 6.  Do Sida evaluations include a valid and reliable analysis 
of the management of interventions?

Evaluations are expected to lend support to the decision-making process, for 
example, by suggesting how the management of  interventions could be im-
proved. Even if  the focus is on the results, it is important to analyse how the 
results were produced, rather than to treat the implementation process as a 
black box. The TOR often expect evaluators to document the implementa-
tion and to suggest reforms of  organisational structures and pro cesses. We 
would therefore expect most of  the evaluations to include a careful analysis 
of  the implementation so that they can make recommendations for the fu-
ture as well as promote learning.

3 A study by World Bank evaluation personnel analysed how evaluation design can vary in the development 
context: Bamberger et al (2004).
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Question 7.  Do Sida evaluations provide clear and focused 
 recommenda tions for speci fied target groups?

In many cases an evaluation is intended to support decisions. This means 
that an evaluation should identify and recommend a course of  action. Many 
guides have been written on how to develop useful recommendations (for 
example Patton 1997). An important aspect is to identify the various stake-
holders and suggest recommen dations that are within their mandate and 
scope for action.

Question 8.  Do Sida evaluations document interesting and useful 
lessons learned from the interventions that were evaluated?

One of  the two main purposes of  evaluation is to contribute to learning: 
within Sida, among partners, and among people interested in development 
cooperation. Lessons learned are “generalisations based on evaluation expe-
riences” (Sida 2007, p. 110) and “general conclusions with a potential for 
wider application and use” (Sida 2007, p. 87). The degree of  generalisation 
may vary from case to case, however, and it may not be possible for all evalu-
ations to formulate new lessons for a wider community of  development prac-
titioners.
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2 The Evaluation Sample

2.1 Introduction
This chapter presents the sample of  34 evaluations reviewed in this study. It 
answers the following questions: 

• How does Sida’s evaluation system work?

• How was the sample chosen?

• What is being evaluated? 

• When are the evaluations carried out?

• How much do the evaluations cost?

2.2 Sida’s Evaluation System
Sida evaluations are commissioned by the thematic and regional depart-
ments and the Swedish Embassies in partner countries, as well as by Sida’s 
Department for Evaluation (UTV). Each department and embassy conducts 
evaluations within its own area of  responsibility. UTV, which is an independ-
ent function reporting directly to Sida’s Director General4, conducts strategic 
evaluations of  wider scope, and also advises the thematic and regional de-
partments on their evaluation work.

As a basis for its advisory services, every year UTV assembles the evaluation 
plans of  Sida’s departments and the Swedish embassies in partner countries 
into an overall annual Sida evaluation plan. In recent years, this plan has 
included approximately 40 evaluations.5 As they are completed, the evalua-
tions fi guring in the plan are published in the Sida Evaluations series (SE). All 
the evaluations published in this series can be ordered directly from Sida or 
downloaded from Sida’s website (www.sida.se). 

While satisfying Sida’s defi nition of  the concept of  evaluation6, some of  the 
items in the SE series are fairly light-weight types of  studies that would, in 
some other organisations, have been regarded as ‘reviews’ or even as moni-

4 Since February 1, 2008 UTV reports to Sida’s Director General. Prior to that it reported to Sida’s Board of 
Directors, a body that no longer exits.

5 As Sida’s line departments and the Swedish embassies in partner countries sometimes fail to report their 
evaluations to UTV, the number of evaluations conducted by Sida each year is probably somewhat larger 
than the number of evaluations recorded in Sida’s annual evaluation plan. 

6 Sida defines the concept of evaluation as follows: “…an evaluation is a careful and systematic retrospective 
assessment of the design, implementation, and results of development activities.” Looking Back, Moving 
Forward. Sida Evaluation Manual, 2007, p. 11. 
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toring reports rather than as ge nuine evaluations. For reasons of  transpar-
ency, however, Sida interprets the concept of  evaluation generously and usu-
ally prefers to publish than not to pub lish. UTV would normally not object 
if  a department wants a particular evaluation study to be published as a Sida 
Evaluation. The responsibility for maintaining the quality of  the series rests 
with all the departments contributing to it rather than with UTV alone, al-
though UTV has the authority to say no. 

Note also that the SE series does not include evaluations that Sida conducts 
jointly with other donors. SE consists of  studies initiated by Sida alone and 
most of  the evaluations in the series are project evaluations rather than eval-
uations of  program me support. Recommen da  tions are often directed at 
Sida’s cooperation partners in the host country govern ment, but it is not 
clear to what extent this advice has been explicitly requested. Presumably it 
is used by Sida staff  as a basis for dialogue with their host country counter-
parts. Less than half  of  the evaluations reviewed in this study had some form 
of  participation from the host country in the evaluation team.

2.3 The Sampling Process
This study is based on an analysis of  a sample of  SE reports. As we wanted 
an assessment of  current evaluation quality, we decided to defi ne our sam-
pling universe as the SE reports published during 2003, 2004 and 2005. This 
came to a total of  96 reports in Sida’s evaluation database.

From this population we selected 34, which was just over 30% of  the total. 
The decision to restrict the sample size in this way was mainly practical: a 
sample of  30% or more could be expected to be representative of  the total 
population, while less than 30% might be questioned as atypical. As a qual-
ity assessment of  this kind involves a lot of  work we did not want to deal with 
more evaluations than required for convincing conclusions. 

The selection of  the 34 reports was a process in several steps. As it was neces-
sary to try out the assessment model, fi ve reports were selected as pilots. In 
order to pre pare the ground for a planned, later study of  country-specifi c 
ways of  using M&E in Mozambique and Vietnam, four of  the pilots were 
evaluations referring to these countries. Of  the remaining 29 reports, 24 
were chosen at random with the help of  a table of  random numbers and 5 
were chosen because they referred to Mo zam bique and Vietnam. Thus, in 
the total sample of  34 there were no less than 9 eva lua tions dealing with 
Mozambique and Vietnam. 

Furthermore, while the study was well under way, we decided to take out four 
UTV evaluations that were part of  the original sample and replace them 
with four evaluations from the line departments, also chosen at random. We 
did this because we felt that comparing the often relatively light-weight and 
low-cost evaluations from the line departments with the more ambitious 
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UTV evaluations was not quite fair. The four evaluations from UTV were 
used for illustration but were not rated along with the others. The evaluations 
included in the rating exercise are all listed in Table 1. 

Table 1. Evaluation reports that were assessed in the review

Evaluations assessed in the pilot phase (n=5)
SE 02/12 Strengthening the Capacity of the Office of the Vietnam National Assembly

SE 02/35 Implementation of the 1999–2003 Country Strategy for Swedish 
 Development Cooperation with Vietnam

SE 03/35 Sida Support to the University Eduardo Mondlane, Mozambique

SE 04/14 Sida’s Work Related to Sexual and Reproductive Health and Rights 
1994–2003

SE 04/29 Mozambique State Financial Management Project

Evaluations assessed in the main phase (n=29)
Evaluations from Mozambique and Vietnam (n=5)

SE 02/06 Research Cooperation between Vietnam and Sweden

SE 02/07 Sida Environmental Fund in Vietnam 1999–2001

SE 03/09:1 Contract-Financed Technical Cooperation and Local Ownership: 
Botswana and Mozambique Country Study Report

SE 03/29 Institutional Development Programme (RCI) at the Ministry of Education 
in Mozambique

SE 04/35 Local Radio Project in Vietnam 2000–2003

Evaluations chosen at random (n=24)

SE 03/01 Sida Support to PRONI Institute of Social Education Projects in the Balkans

SE 03/05 Zimbabwe National Network of People Living with HIV/AIDS

SE 03/11 Development Cooperation between Sweden and the Baltic States in the 
Field of Prison and Probation

SE 03/12 Three Decades of Swedish Support to the Tanzanian Forestry Sector: 
 Evaluation of the Period 1969–2002

SE 03/19 Sida’s Health Support to Angola 2000–2002

SE 03/25 Aid Finance for Nine Power Supervision and Control Systems Projects, 
an Evaluation of SCADA Projects in Nine Countries

SE 03/27 Africa Groups of Sweden’s Programme in Malanje Province 
– Angola 1999–2002

SE 03/38 The Swedish Helsinki Committee Programme in the Western Balkans 
1999–2003

SE 03/41 Sida funded Projects through UNICEF-Bolivia, 1989–2002

SE 04/04 Management Audit of the Swedish Red Cross

SE 04/10 Zimbabwe Aids Network

SE 04/18 The Regional Training Programme in Design, Installation, Administration 
and Maintenance of Network Systems (DIAMN)

SE 04/21 Water Education in African Cities United Nations Human Settlements 
 Program

SE 04/22 Regional Programme for Environmental and Health Research Centres 
in Central America

SE 04/23 Performing Arts under Siege
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Evaluations chosen at random (n=24)

SE 04/24 National Water Supply and Environmental Health Programme in Laos

SE 04/32 Environmental Remediation at Paddock Tailing Area, Gracanica, Kosovo

SE 04/33 Swedish Support to Decentralisation Reform in Rwanda

SE 04/38 Sida’s Work with Culture and Media

SE 04/36 Life and Peace Institute’s Projects in Somalia and the Democratic Republic 
of Congo

SE 05/04 Regional Training Programme in Environmental Journalism and 
 Communication in the Eastern African Region

SE 05/14 What Difference Has It Made? Review of the Development Cooperation 
Programme between the South African Police Service and the Swedish 
National Police Board

SE 05/13 Integrating Natural Resource Management Capacity in South East Asia

SE 05/16 Partnership Evaluation of Forum Syd 2001–2003

2.4 The Evaluated Interventions 
The reader will have noticed that we write about the “intervention” or “ob-
ject” that is evaluated. These are blanket terms covering policies, pro-
grammes, projects, core funding of  organisations, etc. Of  the 34 sample re-
ports, 19 deal with projects, 8 are programme evaluations, and the remaining 
7 are policy evaluations and organisational assessments. Note that the dis-
tinction between pro gram mes and projects is not always clear. SE 04/29, for 
example, which deals with the Mozambique State Financial Management 
Project, does not appear to have a different kind of  object to SE 03/29, 
which according to its title is an evaluation of  an institutional develop ment 
programme in the same country. As the terms are used by the evaluations in 
the sample, projects and programmes are often much alike in terms of  objec-
tives, time frame, implementation and budget consequences.

As Sida, together with most other bilateral development cooperation agen-
cies, is moving away from project fi nancing to wider forms of  cooperation 
such as sector support and general budget support, one might have expected 
to fi nd more evaluations of  such forms of  cooperation in the sample. As ex-
plained above, however, evaluations of  general budget support and the like 
are usually joint evaluations that are not published in the SE series. Further-
more, although there has been a change towards sector support and general 
budget support, Sida funds are still allocated to projects and project-like pro-
grammes for the most part. 
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2.5 Timing of the Evaluations
The assessment model includes a question about the timing of  the evaluation 
in rela tion to the evaluated object. The key distinction is that between evalu-
ations of  on go ing interventions and evaluations of  completed interventions.

It was not always easy to classify the sample evaluations in relation to this 
distinction however. SE 03/12, which deals with 30 years of  Sida support to 
the forestry sector in Tanzania, is one example. Many of  the projects sup-
ported by Sida had come to an end long before the evaluation, others had 
been completed only recently, and still others were ongoing. As a whole, the 
evalua tion fell into both categories.

Nevertheless, relatively few sample evaluations were carried out after the 
inter vention had come to an end. The activities under review were usually 
ongoing. This is worth noticing as it means that outcomes, impacts and sus-
tainability could not be properly assessed. Assessments of  those types of  re-
sults can only be made when the inter  vention has existed for some time or 
after it has come to an end. However, most of  the sample evaluations had 
been conducted too early for an accurate assessment of  such results to be 
possible. Questions about the likelihood of  intended and unintended future 
impacts and long-term sustainability can and should, of  course, be raised in 
early evaluations, but an assessment of  the likelihood that something will 
happen in the future is not the same thing as an evaluation seeking to fi nd out 
if  outcomes and impacts have actually occurred as expected. 

The question of  the timing of  the evaluations would also seem to be relevant 
to an assessment of  the quality of  the overall evaluation system. There are 
good reasons to undertake evaluations during the implementation of  a pro-
gramme in order to provide information for management. However, in order 
to promote learning regar ding factors that are likely to affect long-term re-
sults it is also necessary for evalua tions of  completed interventions to be un-
dertaken. According to our fi ndings there is a lack of  such evaluations in 
Sida’s evaluation portfolio. Assuming, as we usually do, that information 
about the results of  past efforts can help improve current initiatives, this 
would seem to be a signifi cant weakness of  the evaluation system as a 
whole. 

2.6 Resources Spent on Evaluations
The average budget for the evaluations in this assessment was 780,000 SEK, 
with individual evalua tions costing between 116,000 SEK and 2,642,000 
SEK. The costs included consul tants’ fees as well as travel costs and accom-
modation for meetings and fi eld trips. While the budget for some evaluations 
seemed appropriate, others had budgets that severely limited the amount of  
time that could be spent in the fi eld. 
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Table 2. Evaluation costs

The five most expensive evaluations in the sample SEK
SE 04/29 Mozambique State Financial Management Project 2,642,000

SE 04/38 Sida’s Work with Culture and Media 1,492,000

SE 04/14  Sida’s Work Related to Sexual and Reproductive Health 
and Rights 1994–2003

1,160,000

SE 04/36  Life and Peace Institute’s Projects in Somalia and 
the Democratic Republic of Congo

1,093,000

SE 03/35 Sida Support to the University Eduardo Mondlane, Mozambique 1,054,000

The five least expensive evaluations in the sample
SE 03/05 Zimbabwe National Network of People Living with HIV/AIDS 116,000

SE 04/10 Zimbabwe Aids Network 122,000

SE 04/22  Regional Programme for Environmental and 
Health Research Centres in Central America

161,000

SE 04/24  National Water Supply and Environmental Health Programme 
in Laos

161,000

SE 05/04  Regional Training Programme in Environmental Journalism 
and Communication in the Eastern African Region

199,000

Average cost of evaluations in the sample 780,000

Source: SE fact sheets and supplementary information from Sida

There is not always a clear connection between budget and time and the 
expecta tions expressed in the TOR. Different evaluations pose different chal-
lenges and make different demands, for example, sometimes focusing prima-
rily on project mana ge ment, and at other times involving analyses of  factors 
enabling or preventing poverty reduction at societal levels. It is necessary for 
evaluators to assess the time available and spend it as productively as possible 
on a range of  different tasks: choice of  methodology, data collection through 
meetings with key informants and fi eld work, data analysis, report writing 
and so on. It would seem likely that time and budget would have an impact 
on the quality of  the evaluation, and it is therefore interesting to note that we 
did not fi nd a clear and consistent correlation between budget and quality in 
this assessment.

As we take a closer look at the relationship between quality and costs, how-
ever, the lack of  such a correlation is not surprising. As already suggested, the 
critical question is whether the resources invested in the evaluation are suffi -
cient to produ ce a study that satisfi es the requirements set down in the TOR. 
The total amount of  money invested in the study tells us nothing about the 
quality of  the study. As a buyer of  evaluation services, Sida must try to make 
sure that the TOR are realistic given the resources that can be invested in the 
evaluation and that the resources are adequate given the TOR. In evalua-
tion, as elsewhere, ensuring quality means mutu ally adjusting means and 
ends. 
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3 Questions and Answers

3.1 Introduction
The previous chapter described the nature of  the evaluations in the sample. 
This chapter analyses the information presented in the evaluations and as-
sesses to what extent it matches the TOR:

• Do the evaluations provide relevant and adequate answers to the ques-
tions in the TOR?

• What types of  results information do the reports contain?

• Do they provide accurate presentations of  what happened during imple-
mentation?

Sida’s evaluation manual, Looking Back, Moving Forwards (2007), refers to 
fi ve well-established evaluation criteria: relevance, effectiveness, effi ciency, 
impact and sustainability (Box 2, below). The fi rst part of  this chapter will 
discuss these criteria. There are also a number of  common evaluation issues 
that focus on various aspects of  planning, implementation and the results of  
interventions, and these will be discussed in the latter part of  the chapter. It 
should be emphasised that not all evaluations need to discuss achievement of  
all the evaluation criteria and address as many questions as possible. We are 
not arguing that the best evaluation report is the one that answers as many 
questions as possible. An assess ment focusing exclusively on impact could 
produce an excellent report. The same is true for an evaluation of  manage-
ment capacity, organisational systems, cost-effect iveness or long-term sus-
tainability. It is the TOR that should decide the scope of  an evaluation. A 
good evaluation should answer questions raised in the TOR.

The focus and perspective of  an evaluation is also likely to be determined by 
the overall purpose of  the study as understood by the evaluators through 
interaction with stake holders. If  the overall purpose of  the evaluation is ac-
countability – providing feedback to principals on the value of  the invest-
ment – the focus will in many cases be on measuring and documenting short- 
and long-term results. The donor may often be less interested in how well a 
project was planned, organised and implemented and more concerned with 
what was achieved through the intervention. If  the overall purpose of  an 
evaluation is organisational learning, its focus will be different. It will in many 
cases be more participa tory and focus more on implementation processes – 
trying to understand what factors facilitate and constrain performance.
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3.2 Terms of Reference – The Starting Point
We found that most of  the evalua tions in our sample addressed the questions 
raised in the TOR, although not necessarily providing satisfactory answers 
(see Table 3 below). Only six were less than adequate in terms of  coverage 
and none was deemed to have signifi cant shortcomings. Evaluation teams 
always present draft reports to Sida, and the programme offi cer, alone or in 
consultation with other stake holders, assesses whether the evaluators have 
responded to the TOR. If  they have failed, they are to be told so in no uncer-
tain terms. Hence it is not surprising that the end product corresponds fairly 
well to the TOR.

Table 3. Assessment of response to terms of reference

1 2 3 4 5 6 N/A Total

Does the evaluation 
 respond to the questions 
in the TOR?

0 2 4 13 9 6 0 34

Key to ratings: 1 – very poor (or not done at all), 2 – significant problems, 3 – not quite 
adequate, 4 – minimally adequate, 5 – adequate, 6 – excellent, NA – not applicable, the 
question was irrelevant to that evaluation, or the issue could not be assessed because of 
a lack of information. 

Source: The authors’ assessment of 34 evaluation reports

The TOR were not always clearly formulated and well focused. In many 
cases they asked for more than the evaluators could possibly deliver, given the 
time and resources available to them. Our overall assessment of  the TOR for 
the evaluations examined in this study is that they were not very good. No 
report had TOR that we rated as “excellent” and fewer than half  of  them 
were considered “adequate”. One in fi ve was deemed more or less inade-
quate. 

Many TOR failed to describe the overall purpose of  the evaluation – its inten-
ded use – clearly. Instead of  providing the reader with an explanation of  the 
rationale for the study they proceeded directly to the evaluation questions, 
which in many cases were not only quite detailed but also numerous. A prob-
lem with TOR designed in this way is that they make it diffi cult for the eval-
uators to adapt to unexpected fi ndings or factors during the research process. 
TOR that prescribe a particular methodology can be problematic in the 
same way, since they may prevent evaluators from fl exibly exercising their 
own best judgement, encouraging them instead to mechanically adapt to the 
client’s expectations, regardless of  the results. 

Most of  the TOR presented the evaluators with a broad range of  standard 
questions about impact, effectiveness, relevance, sustainability, etc. Such 
questions are usually demanding and diffi cult to answer with a reasonable 
degree of  precision, especially with limited resources and in a short period of  



27

time. It seems, however, that a majority of  the evaluation teams adopted 
Sida’s TOR without any discussion of  relevance, feasibility, the need for a 
clearer focus or a concentration of  resources. It was not common for evalua-
tion teams to present an independent interpretation of  the TOR in the re-
port at any rate. The evaluation questions formulated in the introductory 
chapters of  the reports were most often copied directly from the TOR, with 
only slight changes of  wording. Only in a few reports were they further inter-
preted, operationalised, or assessed with regard to their relative importance 
to the evaluation purpose. Reinterpretations of  the evaluation questions 
through an explicit analytical model or conceptual framework were very 
much the exception. 

One therefore does not get the impression from reading the sample reports 
that the TOR were closely discussed by the Sida programme offi cer and the 
consultants at the beginning of  the evaluation process. In an evaluation of  
the implementation of  the Swedish country strategy for Vietnam (SE 02/35) 
the evaluators sought clarifi cation of  the TOR from Sida on a number of  
points, but this is the sole example of  its kind.

Table 4. Assessment of the evaluation question(s)

1 2 3 4 5 6 N/A Total

Are the TOR clear and 
focused?

0 1 5 12 16 0 0 34

Does the evaluation inter-
pret and focus the task as 
defined in the TOR?

10 3 5 6 8 2 0 34

Is the basic question 
clearly stated in a specific 
section?

7 4 5 5 1 2 10 34

Can the informed reader 
arrive at an understanding 
of the basic question?

0 1 2 13 14 4 0 34

Key to ratings: 1 – very poor (or not done at all), 2 – significant problems, 3 – not quite 
adequate, 4 – minimally adequate, 5 – adequate, 6 – excellent, NA – not applicable, the 
question was irrelevant to that evaluation, or the issue could not be assessed because of 
a lack of information. 

Source: The authors’ assessment of 34 evaluation reports

Some agencies (the EC for example) request that an inception report be pre-
pared as a fi rst step in an evaluation. In this report the evaluators are ex-
pected to give their interpretation of  the evaluation questions in the TOR 
and present their choice of  evaluation design and data collection methods. 
This is not a mandatory requirement for Sida evaluations but the inception 
report procedure was used in a few of  our cases. The TOR for SE 04/36 
contains the following requirement. 
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“The Selected Consultant is asked to begin the assignment by 
preparing an inception report elabo rating on the feasibility of  the 
scope of  the evaluation, the methodology for data collection and 
analysis, the detailed and operational evaluation work plan (in-
cluding feedback workshops). During this stage it is important 
that information is sought from the Institute’s offi ces in Nairobi 
and Bukavu and not only from the offi ce in Uppsala.” (SE 04/36: 
Life and Peace Institute’s Projects in Somalia and the Democrat-
ic Republic of  Congo, Annex 1: TOR.)

Such investments in early clarifi cation of  the evaluation questions often pay 
off  later. In small evaluations with few and straightforward questions, an in-
ception report might introduce an unnecessary loop – adding time and costs 
but not much value. In com plex evaluations with a broad range of  diffi cult 
questions, however, an inception re port is often a useful tool to facilitate 
communica tion about the focus of  the assign ment and about how realistic or 
evaluable the questions are. 

An inception report allows the evaluator to make an informed up-front 
judgement of  the feasibility of  the assignment. In most cases such a report 
will be an integral part of  the contract. If  an incep tion report is required, the 
TOR can often be relatively brief, focusing on issues that need to be settled 
before conducting the evaluation. If  an inception report is not required the 
TOR would normally be more detailed.

A majority of  the TOR in this study state that the evaluation report should 
not exceed a limited number of  pages. Such a requirement is common even 
when the eva lua tion questions are numerous and complex. Limiting the size 
of  the report in advance of  the evaluation process seems not only unneces-
sary but also potentially harmful to the quality of  the results. It is notable, 
however, that while some evaluators comply with this requirement, others 
disregard it completely. 

3.3 Results Assessments
We will now look at how the evaluations in our sample deal with the fi ve 
OECD/DAC evaluation criteria: relevance, effectiveness, effi ciency, impact 
and sustainability. Two questions are addressed: 1) to what extent are the fi ve 
evaluation criteria covered by the sample evaluations (and their TOR)? 2) 
What is the quality of  the assessments? Box 2 below provides compact defi ni-
tions of  the criteria. 
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Box 2.  Five evaluation criteria 
– the basic questions evaluations are expected to answer

Evaluation 
criterion

Specification

Efficiency The extent to which the costs of a development intervention can be 
justified by its results, taking alternatives into account

Effectiveness The extent to which a development intervention has achieved its 
 objectives, taking their relative importance into account

Impact The totality of the effects of a development intervention, positive 
and negative, intended and unintended

Relevance The extent to which a development intervention conforms to the 
needs and priorities of target groups and the policies of recipient 
countries and donors

Sustainability The continuation or longevity of benefits from a development 
 intervention after the cessation of development assistance

Source: Looking Back, Moving Forward. Sida Evaluation Manual (p. 25)

As explained carefully in Sida’s evaluation manual, each of  these criteria can 
be applied to every development intervention and each one represents an 
important results dimension that needs to be considered before it can be de-
cided whether or to what extent an intervention should be regarded as a 
success. It is not Sida policy, however, that all evaluations must cover all the 
criteria. There are situations in which it is right to ignore one or several cri-
teria, or so it is argued. In other words, the existence of  evaluations that do 
not apply all fi ve criteria is not, in itself, a quality problem. On the contrary, 
it could be seen as a strength that some evaluations focus on just one or two, 
but do it well.

As shown in Table 5, however, the majority of  the evaluations in our sample 
do in fact refer to all fi ve criteria, though in many cases only superfi cially. 
This refl ects the fact that most of  the TOR provide a comprehensive man-
date for the evaluation, without much discrimination between the criteria. 
The most commonly covered criteria was that of  effectiveness followed by 
impact, relevance, sustaina bility and effi ciency, in that order. 

This inclusive approach is probably due to UTV’s efforts to popularize the 
OECD/DAC model over a period of  several years. Sida’s evaluation policy 
states that the relevance of  all fi ve criteria should be considered every time an 
evaluation is planned and Sida’s evaluation manual provides guidance for 
how this can be done. We can assume that every Sida programme offi cer 
who is charged with the task of  writing TOR for an evaluation is familiar 
with the fi ve criteria, and it is likely that most adopt all fi ve as an easy solution 
to what could otherwise become a rather diffi cult selection problem. What-
ever the explanation, however, the whole sale adoption of  the OECD/DAC 
model ensures a broad analysis in the reports, which in itself  represents 
strength, though it may lead to a lack of  focus and prioritisation and have a 
negative effect on the quality of  individual evaluations. 
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Table 5. Coverage by evaluation criteria

Evaluation criteria No. of reports 
with  applications

No. of reports 
without  applications

Efficiency 29 5

Effectiveness 31 3

Impact 30 4

Sustainability 29 5

Relevance 30 4

Source: Assessment of the sample evaluation reports

Compared to Table 5, which merely registers whether the criteria were dis-
cussed or mentioned at all, Table 6 presents a summary of  our assessments 
of  how well results were analysed in relation to the criteria. Before turning to 
a review of  the criteria in turn, a few overall comments are required:

• The assessment of  the relevance of  interventions was generally found to 
be more accurate and adequate than the assessments referring to the 
other criteria, although it usually only covered certain aspects of  what we 
mean by relevance (cf. 3.3.1). This is encouraging inasmuch as it means 
that the evaluated interventions were assessed from a broader develop-
ment perspective and analysed from the perspectives of  key stakeholders. 
On the other hand, an assessment of  relevance is rarely good enough by 
itself. An analysis of  actual or potential effects would usually also be re-
quired. 

• Intervention effectiveness is considered in 31 of  the 34 reports, and im-
pact in 30. Many of  the evaluations that draw conclusions regarding inter-
vention, effectiveness did not give the issue of  attribution suffi cient 
considera tion however, i.e. they did not provide suffi cient evidence that 
the documented changes were due to the evaluated intervention. As both 
effectiveness and impact refer to the extent to which interventions have 
actually made a difference, the lack of  attention to the attribution issue is 
rather surprising. 

• Information regarding the effi ciency of  the evaluated interventions was 
deemed “less than adequate” in all but 8 of  the reports – either because 
the analysis was weak or because it was missing altogether (although 
seemingly relevant). The assessments of  effi ciency were also found to be 
less accurate generally than the assessments referring to the other crite-
ria. 
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Table 6. Results assessments in evaluation reports

1 2 3 4 5 6 N/A Total

Is there an accurate as-
sessment of efficiency?

7 5 10 4 2 1 5 34

Is there an accurate as-
sessment of effectiveness?

2 4 3 9 12 0 3 34

Is there an accurate as-
sessment of impact?

6 5 3 9 4 3 4 34

Is there an accurate as-
sessment of sustainability?

4 5 4 11 4 1 5 34

Is there an accurate as-
sessment of relevance?

4 2 2 8 11 3 4 136

Key to ratings: 1 – very poor (or not done at all), 2 – significant problems, 3 – not quite 
adequate, 4 – minimally adequate, 5 – adequate, 6 – excellent, NA – not applicable, the 
question was irrelevant to that evaluation, or the issue could not be assessed because of 
a lack of information. 

Source: The authors’ assessment of 34 evaluation reports

3.3.1 Relevance 

Relevance refers to the extent to which intervention objectives and activities 
are in line with the needs and priorities of  target groups and with the policies 
of  recipient countries and donors. The two latter aspects can in many cases 
be addressed through a straightforward analysis of  easily accessible docu-
ments (comparing programme documents with national plans of  the recipi-
ent country and Swedish poli cies, respectively), although it is of  course al-
ways important to consider the degree to which the documents are actually 
taken seriously by their sponsors. Assessing the interventions in relation to 
the priorities and needs of  target groups, however, is usually a much more 
complex task. Not surprisingly, most assessments of  relevance focused on the 
offi cial documents. Questions concerning the degree of  consistency of  the 
intervention with target group interests were rarely addressed. 

This bias towards the documented views of  governments and donors is not 
refl ected in our ratings. We did not give a lower quality rating to reports that 
failed to discuss the potential usefulness of  the intervention from the point of  
view of  target groups than to those (very few) that provided such an analysis. 
Other differences were felt to be more important. For example, while some 
of  the evaluations limited them selves to a fairly narrow analysis of  consist-
ency with offi cially proclaimed donor and country goals and objectives, oth-
ers ventured into a more complex and, in our estimation, rather more useful 
discussion of  the intervention in relation to its urgency in relation to needs, 
and its value in relation to alternative and potentially more appropriate uses 
of  the same resources. 
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The nature of  the data was important to our assessments in more than one 
way. In SE 05/16, for example, an evaluation of  interventions sponsored by 
Forum Syd, rele vance was analysed in terms of: 

(1) benefi ciaries’ needs

(2) the partner civil society organisation’s (CSO) goals

(3) Forum Syd objectives

(4) Sida objectives

The analysis thus referred to all the major stakeholders and to needs as well 
as to objec tives. However, the information about the relevance of  the re-
viewed interven tions to the affected target groups was provided by  local and 
Swedish partner organi sa tions rather than from these groups themselves. In-
formation gathered in this way can of  course not be taken at face value, but 
should be understood for what it is, namely interested and possibly partial 
and biased statements by one stakeholder group with regard to another. 

3.3.2 Efficiency

For a donor like Sida, questions about effi ciency – broadly speaking value for 
money – are almost always likely to be of  interest and relevance and, not 
surprisingly, most of  the TOR in our sample included such questions. In 
most of  the reports, however, the assessment of  effi ciency was technically 
quite weak. While all the reports included information about the resources 
spent on the intervention, very few provided a systematic assessment of  the 
value of  the benefi ts (outputs, outcomes, impacts) of  the evaluated interven-
tion in relation to the costs of  producing them. 

The fact that questions about effi ciency are technically demanding is proba-
bly one of  the main reasons for the lack of  competent effi ciency assessments 
in the sample reports. Where assessments of  effi ciency are made they tend to 
focus on questions about produc tivity or internal effi ciency (Vedung 1998: 
254 ff.). Assessments of  costs in relation to outcomes or impacts, which tend 
to be more complex, are less common. The standard critical observations 
about effi ciency concern such things as excessive administrative expenditure 
or the need to reduce unit costs. 

An evaluation of  an initiative to integrate natural resource management ca-
pacity in South East Asia (05/13) is a good example. The sections of  the re-
port that deal with effi ciency are all about administrative overheads and the 
possibility of  reducing costs. Similarly, in an evaluation of  a regional training 
programme in Sri Lanka (04/18), the assessment of  effi ciency concerns unit 
costs (cost per student, including travel costs). Questions about the extent to 
which more and better development outcomes or impacts might be achieved 
by alternative uses of  the available resources are rarely discussed in the sam-
ple reports. 
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The evaluation of  the cooperation programme between the South African 
Police Service and the Swedish National Police Board (SE 05/14) is one of  
the evaluations in which costs are assessed in relation to outcomes as well as 
outputs. The report con cludes as follows:

“As to the analysis of  cost in relation to outputs and out comes as 
revealed by the accounts for the Swedish contribution and the 
detailed scrutiny of  each project, the results yielded must on the 
whole be said to give good value for money.” (p. 7)

As the evidence behind this statement is not given in the report, the reader 
cannot assess the validity of  the assessment. The case is not unique. All too 
often, conclu sions like the one above are presented without supporting data. 

3.3.3 Sustainability

Few evaluations apply the sustainability criterion well, and fi ve reports do not 
discuss sustainability at all. Although sustainability – what will happen with 
the intervention or its benefi ts when the external assistance comes to an end 
– tends to be regarded as an important issue in most of  the evaluated projects 
and programmes, the sample TOR do not always include or prioritise its 
analysis.

We should keep in mind that unlike assessments of  relevance, effi ciency, im-
pact and effective ness, assessments of  sustainability are projections into the 
future. In most cases the issue of  sustainability is analysed in hypothetical 
terms – A is likely to be sustained provided that B remains in place and C 
does not happen, etc. The analysis draws on general experience about what 
sustainability seems to require with regard to things like stakeholder partici-
pation, the role of  gov er n   ment or civil society structures in implementation, 
the ability of  partner organisations to cover recurrent costs, etc. It is a com-
mon point that the chances of  structures or benefi ts being sustained into the 
future are likely to increase if  the right structures of  local ownership and 
management are built or put in place early on in the intervention process. 
The following statement from an eva lua tion of  Sida-funded projects with 
UNICEF in Bolivia (03/41 p 35) is typical: “The overall conclusion of  the 
evaluation team is that the greatest likelihood of  sustainability is found in the 
projects that have become integrated with national policies and pro-
grammes.” 
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Box 3. Examples: Analysis of sustainability

The evaluation of Africa Groups of Sweden’s Programme in Malanje Province 
– Angola provides a brief analysis of sustainability:

“One of the most important areas regarding sustainability is the question of 
whether the social organization promoted in the programme will have enduring 
effects. The consultants were not able to prove that the interest groups 
formed in the temporary settlements survived when the IDPs returned to their 
origins. However, the evaluation team found some evidence that the commu-
nity organizations in some cases had survived. The fact that Malanje Antena is 
comprised of local individuals is some warranty for sustainability.” 

A similar conclusion is found in an evaluation of support to the Office of the National 
Assembly in Vietnam (p. 42):

“A strength of the project is the close relation to the operative work... 
The ideas and solutions provided through the project have, when found suit-
able, been integrated into the regular operations. In the field of public informa-
tion several changes of this kind have taken place… It is more difficult to 
assess sustainability in other areas…. It is impossible at this stage of the 
cooperation to foresee what kind of future developments that may be attrib-
uted to this project.”

Source: SE 03/27. Africa Groups of Sweden’s Programme in Malanje Province – Angola 
1999–2002 and SE 02/12. Strengthening the Capacity of the Office of the Vietnam Na-
tional Assembly

Sustainability is a multi-layered concept with fi nancial, technical, adminis-
trative and environmental dimensions. Few of  the evaluations in the sample 
systematically cover the entire range of  such types or dimensions. As sug-
gested in Box 3, the assessments tend to be highly uncertain and tentative. 
Although an analysis of  sustainability is, to some extent, inherently conjec-
tural, a more systematic approach would in many cases have helped clarify 
the conclusions and make them less uncertain. With regard to sustainability, 
the sample reports seem to be based largely on subjec tive impressions and to 
consist of  afterthoughts of  analyses focusing on other criteria.

A report on research cooperation between Vietnam and Sweden (SE 02/06) 
provides an unexpected example of  good practice. Although the term sus-
tainability is not used and there is no separate discussion of  the thing itself, 
two chapters that deal with capacity building for research and programme 
management respectively help us to understand key aspects of  the sustaina-
bility issue. A clear argument is put forward regarding the extent to which the 
cooperation is contributing to capacity development and  – by that route – 
sustainability. It is interesting that the analysis covers not only the focal organi-
sations involved in the programme but looks at capacity building and sustain-
ability in a wider context of  national and regional research networks. 
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Box 4. Assessing sustainability: fragments of good practice 

“Recognizing mutual interest ….. [I]t is rare that consultants, evaluators, or other 
experts make any fuss about [friendship]… Still, we all know how ubiquitous it is as a 
social force… Friendship can be a prime factor in processes of structural and nor-
mative change, and it appears to be one of the qualitative characteristics of coopera-
tion on good programmes. 

“The role of personalities – Cooperation is done by people, and it appears that some 
personal characteristics are more desirable… [I]t would seem appropriate to look for 
projects coordinators who possess … communication skills,… negotiation skills,…
network building skills… and the ability to inspire trust and confidence among 
others… 

“MOSTE programme ownership …. National ownership is a necessary precondition 
for an effective programme. … [T]he Vietnamese researchers [need to] possess a 
vision of the results they wish to achieve, have planned their cooperation, and keep 
track of progress…. 

“Phasing out strategy … It is useful to consider how and when a programme of 
cooperation should come to an end. Designing an exit strategy as part of a pro-
gramme proposal can solve much anxieties, uncertainties and disappointment later 
on.” (p. 34 ff.)

Source: SE 02/06. Research Cooperation between Vietnam and Sweden

3.3.4 Effectiveness and impact

Hardly any TOR in our evaluation sample do not include questions about 
effectiveness or impact. In recent years, most international donors, including 
Sida, have emphasised the need for more and better data about outcomes 
and im pacts. There is a growing demand for well-documented impact assess-
ments in order to prove to politicians and the public that development assist-
ance makes a difference and that spending is well justifi ed. 

There are a number of  formidable challenges regarding studies of  impact 
and effectiveness. Effects in terms of, for example, poverty reduction are de-
pendent on a number of  factors, of  which intervention is only one. Impact 
evaluations call for contextual knowledge and the analysis must take condi-
tions and circumstances at many different levels into account. The results 
chain leading from the outputs of  development intervention to its intended 
welfare effects can at times be quite long. Even when changes in outcomes 
can be measured it may not be possible to decide with much certainty wheth-
er they came about as a result of  the intervention or if  they were due to 
concurrent events. There are seldom quick and clear answers to impacts, as 
we will discuss in more detail below.

While measuring change can be a considerable problem in itself  – baseline 
informa tion, for example, is often lacking – the hardest questions tend to be 
those about causal attribution: Do the Sida-funded activities make a differ-
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ence, and how can this be demonstrated? Would the situation have been the 
same without the Sida inter ventions? If  there is a difference, how much of  
the outcome change can with reason be attributed to the Sida funding? Or, 
to put it differently, if  there is a gross change in some outcome area, what is 
the net change in this area, i.e. the change produced by the intervention? 

Few of  the evaluations in the sample were able to provide precise and well- 
documented answers to questions about impact and effectiveness. As shown 
in Table 6 above, almost 50% of  the reports were considered inadequate 
with regard to impact analysis, and among those that were considered ade-
quate more than 50% were just barely adequate. The effectiveness ratings 
were better, but still not very positive. 

As will be discussed in more detail in Chapter 4.2 ff. below, many evaluations 
were not well designed from a causal analysis point of  view. None used an 
experimental design or a time series design in which data are collected at 
several points in time before and after an intervention. Control groups were 
used in only a few cases, and they were not randomly selected. In most of  the 
cases, impact assessments were based on ex-post perceptions of  changes in 
outcomes among persons interviewed. Such information is relevant and use-
ful, but for obvious reasons it is not suffi cient to establish the extent to which 
change has actually occurred.

Although few of  the sample evaluations were able to provide detailed an-
swers to the questions about impact and effectiveness, many explained quite 
well why they could not do so. The evaluation of  a project in support of  the 
Offi ce of  the Vietnam National Assembly (SE 02/12) is a case in point. One 
of  the key questions in this evaluation concerned the impact of  Swedish sup-
port to the strengthening of  the National Assembly and the democratic proc-
ess in Vietnam. In its description of  recent changes in the Vietnamese politi-
cal system and the increased transparency of  the activities of  the National 
Assembly, the report refrained from naively attributing those changes to 
Swedish support. Instead it argued more modestly that the Swedish interven-
tion had stimulated the processes in question by providing know-how. It 
would not go any further than this. While trying to assess the likely effects of  
each one of  the project components, it admitted frankly that, “the extent of  
contribution of  the project cannot be measured exactly” (p. 38). 

The following are variations on the same theme: 

“To analyse the results of  this programme in terms of  effective-
ness and effi ciency is not an easy task for a number of  reasons: 
The programme’s activities cover a whole range of  aspects both 
related to human resource matters, training and general policing. 
Hence, there are diffi culties related to the size and scope of  the 
exercise especially on effect and impact level. The programme is 
but a minor contribution of  other donor support as well as com-
pared to the total cost. On a methodological level effects of  police 



37

activities on society is a very complex issue and the external fac-
tors that affect outcomes are many, for example unemployment, 
immigration, cultural values, etc. There are also complex issues 
related to statistics on crime where reporting methods, degree of  
reporting, etc. may vary over the years and between types of  
crime.” (SE 05/14. Review of  the Development Cooperation 
Programme between the South African Police Service and the 
Swedish National Police Board) 

“…a word of  caution is in order about causality. The objective of  
this evaluation is to assess the impact of  specifi c Sida-funded ac-
tivities. In all of  the above positive tendencies, many different 
actors are involved and Sida/UNICEF plays just one part which, 
in many cases, cannot be distinguished from the rest… Docu-
menting impact will often have to answer the question of  attribu-
tion, i.e. to what extent a development intervention has contrib-
uted to attaining the goal and purpose. Impact is often assessed 
after the intervention has been completed. Nevertheless, it is the 
experience of  many donors that impact studies must be planned 
before a given intervention is initiated.” (SE 03/41. Sida funded 
Projects through UNICEF-Bolivia, 1989–2002)

“Impact is normally addressed through carefully designed fi eld 
studies in the context of  which the programme operates or has 
operated. Even under the best of  conditions this is a diffi cult task, 
not the least because of  diffi culties of  relating programme inter-
ventions to changes in the context in a manner of  cause and ef-
fect. In this case where fi eld investigations were ruled out (Soma-
lia and Congo) it must be stressed that the impact assessment 
becomes very much a question of  guesstimates, of  informed 
speculations on the likely outcomes and lasting effects. Lacking 
both primary fi eld data, focal studies and monitoring reports 
should not be construed or read as an impact assessment in any 
real sense of  the word. Insofar as we have anything to say on the 
situation on the ground it is through hearsay and interviews with 
previous staff. Instead of  recording footprints, what we can offer 
is a discussion of  presumed footprints.” (SE 04/36. Life and 
Peace Institute’s Projects in Somalia and the Democratic Repub-
lic of  Congo)

Statements like these in one report after another raise the suspicion that there 
is something wrong with Sida’s evaluation system as a whole. How can there 
be such a mismatch between questions and answers? Why does Sida not get 
the requested information? This report does not attempt to provide a com-
plete answer to this important question. As suggested in Chapter 6.2 below, 
however, we would not put all the blame on the evaluators. In our estimation 
the evaluators are often doing a reasonably good job, given the constraints 
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under which they work. Inadequate eva lua tion budgets could be part of  the 
problem, and beyond this there is a variety of  evalua bility problems. As 
pointed out in the quotations above, technical problems sometimes stand in 
the way of  a satisfactory assess ment of  effectiveness and impact. 

3.4 Analysis of Implementation
Although this study was primarily intended to assess the quality of  the results 
information contained in sample reports, we also looked at how the reports 
dealt with questions about implementation. To simplify the assessment we 
formulated six categories that cover the basic elements of  any implementa-
tion process: 

1. Leadership and governance

2. Planning

3. Financial management

4. Coordination

5. Networks and linkages

6. Organisational structures

A comprehensive analysis of  implementation would normally contain views 
on all these issues – but it is quite possible that the TOR only focus on one or 
a few of  them.

Table 7. Implementation analyses in the evaluation reports

1 2 3 4 5 6 N/A Total

Is there a plausible analysis 
of leadership and 
 governance?

6 2 6 6 8 1 5 34

Is there a plausible analysis 
of planning?

1 3 2 15 5 1 7 34

Is there a plausible analysis 
of financial management?

10 4 2 4 6 1 7 34

Is there a plausible analysis 
of coordination?

5 5 2 10 8 1 3 34

Is there a plausible analysis 
of networks and linkages?

4 3 3 7 10 1 6 34

Is there a plausible analysis 
of organisational 
 structures?

2 5 1 12 8 1 5 34

Key to ratings: 1 – very poor (or not done at all), 2 – significant problems, 3 – not quite 
adequate, 4 – minimally adequate, 5 – adequate, 6 – excellent, NA – not applicable, the 
question was irrelevant to that evaluation, or the issue could not be assessed because of 
a lack of information. 

Source: The authors’ assessment of 34 evaluation reports
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In this section we look at the reliability of  the analyses of  various aspects of  
imple  men tation. In our assessment we have used the word “reliable” rather 
than “accurate” to refl ect our somewhat less rigorous way of  conducting the 
analysis. It must also be noted that in a large number of  reports it was not 
relevant for the teams to discuss leadership and governance (5), planning (7) 
and fi nancial management (7) as the TOR did not include questions pertain-
ing to such issues. It was also a problem that some of  the terms, for example, 
governance, planning and network linka ges are open to interpretation and 
are assessed different ly by different authors.

Table 7 indicates that the analysis of  development aid (fi nancial) manage-
ment is at times rather weak. There are several reports with signifi cant prob-
lems and very few excellent examples. The analyses of  organisational struc-
tures and network linkages obtain the best average ratings.

The background and expertise of  the evaluators also appear to have infl u-
enced which aspects the evaluations focused on. A management consultant 
will be more interes ted in implementation processes and specifi c manage-
ment issues than a technical expert who is likely to look more carefully at is-
sues such as the design and results of  the intervention. This makes it diffi cult 
for a small evaluation team to provide an equally solid achievement analysis 
for all the evaluation criteria and the various aspects of  aid implementation 
discussed here.

3.4.1 Leadership and Governance

It is notable that leadership and governance issues – meaning in-depth anal-
ysis of  the role(s) of  the leader and top management in the preparation and 
implementation of  an aid effort – are often left out of, or only marginally 
discussed in, the eva lua tions. An understanding of  the importance of  dy-
namics between individuals is most often missing, despite the emphasis in 
management and organisational re search on the importance of  individuals 
as champions and leaders of  change pro cesses.

The evaluation of  the Institutional Development Programme at the Ministry 
of  Edu cation in Mozambique (03/29) is an example of  a very good analysis 
of  leadership and gover nance issues – it provides the reader with an increased 
understanding of  complex processes combining individual and systemic fac-
tors. The main objective of  the programme was to develop the capacity of  
the Ministry at all levels to manage the national education system in a way 
that supports the delivery of  the Education Sector Strategic Plan and ensures 
an effi cient and effective use of  its resources. The eva lua tion report con-
cludes that the programme failed to produce the planned results and the ca-
pacity development at the higher organisational and institutional levels. We 
fi nd it interesting and of  high quality for several reasons:
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• A broad range of  constraints is taken into consideration when answering 
a com plex question. The complexity of  the issue is accepted and prop-
erly addres sed.

• Both internal and external constraints are identifi ed within the Ministry 
of  Education itself, in programme execution, but also in donor behav-
iour. 

• There is a combination of  systemic constraints (unclear roles, missing 
strategic framework, etc.) and a clear understan ding of  the role of  leader-
ship and personal commitment for effective implementation. It is also 
one of  the few evalua tions in which there is specifi c reference to a gender 
dimension.

• There is a separate and in-depth discussion of  the role and effectiveness 
of  the management adviser – illustrating some of  the dilemmas and ten-
sions in providing technical assistance. 

• There is an understanding of  the constraints represented by the organi-
sational culture and structure of  a ministry in a developing country like 
Mozam bique:

“Public administration culture is heavily vertically hierarchical 
and authority is highly recognized by staff. This makes the staff  
strongly dependent on their bosses and closes the door to innova-
tion….As to decision-making, this is heavily formally centralized 
and the delegation of  competences is set by decree or dispatch, 
from one head of  unit to the next, downwards on the hierarchy 
ladder.” (p. 21)

Box 5. Example: Constraints in institutional development

“Weak and unclear role of the working group for institutional development

…According to the TOR the working groups are only consultative organs and have a 
technical nature. Their function is to give advice and prepare proposals for decisions 
to be taken…. This arrangement, to hold the working group responsible for planning, 
but not for implementation, has led to limited flow of information, little engagement 
between the plan and its implementation, the abandonment of activities and the low 
dissemination of the programme.

“New political leadership created new circumstances

Another important factor, which probably has affected the ownership and engage-
ment in the programme, is that six months after the effective start of the programme 
a new Minister, Vice-Minister and a new Permanent Secretary were appointed….

“Lack of commitment and engagement in implementing the programme

The representatives of the working groups identified a lack of leadership and coordi-
nation of the programme as well as limited engagement from the Ministry in the 
programme. This lack of interest in taking forward initiatives has led to slow decision 
making processes and that many activities have not taken place… because of limited



41

delegation, limited internal communication, lack of incentives, limited capacity etc. 
These factors in turn are an effect of a hierarchical management tradition and organi-
zational culture.

“Activities turned out less effective due to a missing strategic framework

Many activities turned out to be ineffective due to a lack of a strategic framework or 
objectives for the specific activities. Seminars and discussions were held without 
having defined how to use or take responsibility for actions… Members of staff have 
been trained in human resource development and in English, but there has been no 
follow up or analysis of whether staff have had the opportunity to practice this new 
knowledge.

“Reluctance towards recruitment of technical assistance

In the project document as well as in the annual plans technical assistance has been 
considered… but the national directors have been reluctant to recruit technical 
assistance within the programme. … The Team’s conclusion is that the fact that 
W[orking ]G[roup for ]I[nstitutional ]D[evelopment] presented TORs, not based on an 
articulated need in the organization, contributed to the reluctance.

“Gender awareness is lacking in the implementation of the programme

There is hardly any awareness regarding gender in the documentation of the pro-
gramme and the team could not identify any activity aimed at strengthening gender 
awareness within the programme.

“Donor involvement in Working Group for Institutional Development

The representation of donor members in different working groups is an attempt to 
exert an increased influence, and to speed up the process of change. However, the 
impact of such donor involvement may be counter-productive in taking both owner-
ship and responsibility away from the Ministry. ….

“Lack of systematic monitoring

A systematic follow-up and monitoring was never implemented which has also con-
tributed to limited impact of the programme and its lack of cost-effectiveness. The 
annual work plans were of very poor quality and very limited analysis regarding the 
failure to implement strategic activities was made. If a proper monitoring of results 
had been made, measures could have been taken to adjust the programme or to 
stop disbursement unless strategic institutional development initiatives were taken.”

Source: SE 03/29. Institutional Development Programme (RCI) at the Ministry of Education 

in Mozambique p. 24 f.

3.4.2 Planning

It is not uncommon for evaluations to point to shortcomings in planning, for 
example, that the plans were not fl exible, that there was no room for contin-
gencies or that they were defi cient in some other way. The problem is that the 
evaluations do not show exactly what led to the lack of  fl exibility. They lack 
the kind of  concrete discussion seen in the example above, which is necessary 
for understanding what really went wrong.

The evaluation of  the State Financial Management Project in Mozambique 
(04/29), where Sida had supported the Ministry of  Planning and Finance for 
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15 years, aims to draw conclusions on the approach of  the project and its 
impact. The report offers an interesting analysis of  the project planning 
process, assessing both its substance and termi no logy. The evaluation team 
stated that “the plan of  operation, particularly for the early phases, is less than effective 
as a plan” (p. 24). 

“A process approach does not mean that no or limited design 
takes place. It is used more because of  uncertainty about inter-
ventions needed to achieve what is proposed. In any event, the 
fi rst stage of  any project (including process approach projects) 
should be planned in detail.

“The lack of  clarity in use of  terms, the repeat of  outputs and 
activities in years 1 and 2 and the one to one relationship between 
output and activity, make for less than rigorous planning and im-
paired monitoring and evaluation.” (p. 25)

The report concludes wisely with a plea for a robust project plan, but not 
necessarily a specifi c planning model:

“The later plans of  operation are progressively more precisely 
defi ned, in terms of  time and results. However, although the log-
ical framework approach was introduced to the Sida project plan-
ning arrangements from 1995, there is no evidence of  the log 
frame being used as the principal planning and monitoring tool. 
There are those that argue that such a planning tool should not 
be imposed on recipients, as that would be non-participatory and 
that using it requires special skills and higher level linguistic abil-
ity. Nevertheless, whatever tool is used, a robust project plan is 
crucial.” (p. 25)

3.4.3 Financial management

An analysis of  fi nancial management is in many cases an essential part of  an 
evalua tion of  the implementation process. The evaluation of  the Mozam-
bique State Finan cial Management Project (04/29) provides a reliable analy-
sis of  fi nancial mana ge ment, which is in fact the main purpose of  the evalu-
ation. The Management Audit of  the Swedish Red Cross (04/04) includes 
auditors in the team of  evaluators. The eva luation of  the Institu tio nal Devel-
opment Programme at the Ministry of  Education in Mozam bique (03/29) 
analy ses not only the public fi nancial management system, but also the wider 
role and functions of  such a system in the government. The problem is not 
only the system itself, but also how it functions in the government and with 
external donors. The dynamics of  a public fi nancial management system are 
well analysed and explained. But there are also a few other cases with a sat-
isfactory ana ly sis of  fi nancial management, for example:
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Box 6. Example: Analysing state financial management

“The development of a public financial management system has created tensions 
within both the Government and the development partner community. The present 
model of public accounting dates back to 1881 and is essentially a cash based 
system in which budget releases are provided on a rolling interest basis… This is 
incompatible with a modern budget drive system in which funds are drawn down on 
the basis of activity based plans translated into cash flow terms... The other major 
problem with the existing system is that its coverage is only partial… a substantial 
amount of funds are essentially off-account. This in turn created major issues con-
cerning misappropriation and leakages of funds, which are of particular concern to 
the development partner community and the IMF in particular… The extremely limited 
capacity of public financial management expertise in Mozambique has created prob-
lems about how to resolve this problem. The MPF has favoured a top down ‘single 
size’ fits all solution. However …”

Source: SE 04/29. Mozambique State Financial Management Project

When the evaluation of  fi nancial management is perceived as only a by-
product of  the evaluation, it is often much weaker and superfi cial, covering 
selected fi nancial issues but not necessarily fi nancial management as such. 
The evaluation of  Sida Support to the University of  Eduardo Mondlane in 
Mozambique (03/35) considers fi nan  cial management in a separate section, 
discussing delays in disbursements, underspending of  resources, etc., but 
contributes less to an understanding of  the fi nancial system and how it can 
be improved. The evaluation of  the Zimbabwe Natio nal Network of  People 
Living with HIV/AIDS (03/05) is an organisational assessment but devotes 
only two pages to a description of  certain technical aspects of  fi nancial 
manage ment. A comprehensive analysis of  fi nancial management requires 
special skills – technical knowledge of  the system itself  combined with an 
understanding of  its interplay with the institutional context.

3.4.4 Coordination and networks

Coordination and networking are recurrent issues in implementation analy-
sis. The evaluation of  Integrating Natural Resource Management Capacity 
in South East Asia (05/13) covers fi ve countries and is a regional network 
initiative to promote new agro-forestry policies and practice; as such it is an 
evaluation of  a network. The evalua tion of  the Zimbabwe AIDS Network 
(04/10) is also an evaluation of  a network, but it does not discuss the charac-
teristics of  a network organisation.

The evaluation of  Research Cooperation between Vietnam and Sweden 
(02/06) pre sents an analytical framework for institutional capacity develop-
ment, bringing in a network per s pective. The framework distinguishes be-
tween:



44

“Human resource development – which is concerned with how people 
are educated and trained, how knowledge and skills are trans-
ferred to indivi duals, competence built up and people prepared 
for their current and future careers… 

Organizational development – which seeks to change and strengthen 
management systems in specifi c organizations in order to im-
prove perfor mance…

Systems development which is a broader concept – including the link-
ages between the organizations, and the context and environment 
within which organizations operate and interact. In respect of  
the Swedish-Vietna mese research cooperation, it is particularly 
important to distinguish between network and linkages among 
organizations, which include the network and contact between 
organizations that facilitate or constrain the achievement of  par-
ticular tasks.” (pp. 23–26)

The strength of  such a framework is that it opens up to and supports the 
analysis of  inter actions between various levels. It also explains the role and 
signifi cance of  exter nal networks and linkages between micro and macro 
processes.

One of  the most common comments on management issues is that coordina-
tion has been weak. Almost all evaluations have some conclusion to that ef-
fect. However, they seldom specify what was wrong, and whether it was the 
end product that was poorly coordinated or whether it was the process that 
was weakly designed. We did not see any analysis of  which means of  coordi-
nation had been used, how expensive coordination was, or whether more 
cost-effi cient approaches to coordi na tion could be conceived.

3.4.5 Organisational structures

In the main, the evaluations do not look at organisational structures, though 
this could be a bias in our sample. Few evaluations study organisations as 
such. The object of  most evaluations is a project or programme, and it may 
not have been obvious how organisational structures should be assessed. 
None of  the evaluations contains an analysis of  whether the structures per se 
could be improved, where such aspects of  organisational structure as span of  
control, division of  labour and levels of  decentralisation could be improved 
or the merits of  a chosen design.

The Management Audit of  the Swedish Red Cross (04/04) is an assessment 
of  the Red Cross structure in Sweden and internationally. It provides a sys-
tematic and reliable, albeit limited, analysis of  organisational structures and 
fi nancial manage ment. The main focus is on internal systems and proce-
dures for planning and implementing projects. It covers the Red Cross’s in-
ternational network, but does not explain to what extent Red Cross perform-
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ance is enhanced and/or constrained through interaction with external inter-
national networks.

The evaluation of  the Institutional Development Programme at the Ministry 
of  Educa tion in Mozambique, on the other hand, is an example of  a 
comprehen sive, in-depth analysis of  organisational capacity for implement-
ing the programme. Points of  particu lar signifi  cance:

• The report looks at organisational capacity at three levels (national, pro-
vincial and district).

• The broad concept of  capacity is broken down into relevant components 
that are analysed separately.

• There is a dynamic process perspective in the analysis explaining who the 
actors are, what the important processes are, the constraints, etc.

• Internal and external aspects of  organisational capacity are discussed – 
human resource management within the Ministry, as well as external 
public sector reform constraints, which are beyond the Ministry’s con-
trol.

Box 7. Best practice: Assessing organisational capacity

Organizational Capacity at National, Provincial and District Level

Human resource management

… The human resource management is done at central level, what makes it ex-
tremely difficult to avoid delays when contracting teachers… no institutional devel-
opment reform can be applied without taking this aspect into consideration, since it 
is one of the serious bottlenecks of the sector.

Centralization and strategic management

The formal centralization of decision-making calls the planning procedures to the 
central level, making it rather difficult for the lower levels… to have access to the 
planning know-how… The competence for a “sector-wide approach”, which exists 
to a certain extent at central level, does not consistently replicate itself at the 
successive levels down to the school.

Reform constraints

A number of constraints can be identified which affect the degree to which reforms 
of institutional development character can be applied. First, there is the legal coun-
try framework… Low salaries are also a well-known constraint… Public administra-
tion structures are heavily vertically oriented…

Professional qualification

In spite of the generally good academic qualifications of most of the MINED staff, 
they often do not possess professional qualifications that give them the expertise 
for technical work, since most of them have been teachers.

Source: SE 03/29. Institutional Development Programme (RCI) at the Ministry of Education 
in Mozambique
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4 Methods and Evidence

4.1 Where is the Evidence and How is it Used?
There is no doubt that most evaluators generate a lot of  evidence through 
interviews, observation and other methods of  data collection. We assessed 
the extent to which the reports presented empirical material, whether the 
analysis was exhaustive and if  the fi ndings and conclusions were supported 
by the empirical data. Gene ra l ly speaking, the reports did not provide suffi -
cient empirical evidence. The ratings are shown in Table 8.

Table 8. The empirical basis for analysis

1 2 3 4 5 6 N/A Total

Does the evaluation 
present empirical material 
in the report?

0 3 3 17 8 3 0 34

Is the analysis relating to 
the evaluation questions 
exhaustive?

1 3 6 12 10 2 0 34

Are findings and conclu-
sions supported by the 
data?

1 3 5 11 11 2 1 34

Key to ratings: 1 – very poor (or not done at all), 2 – significant problems, 3 – not quite 
adequate, 4 – minimally adequate, 5 – adequate, 6 – excellent, NA – not applicable, the 
question was irrelevant to that evaluation, or the issue could not be assessed because of 
a lack of information. 

Source: The authors’ assessment of 34 evaluation reports

On the fi rst question, “Does the evaluation present empirical material in the 
report?”, more than half  of  the reports are rated as not quite adequate or 
minimally adequate – there are a few with very weak empirical evidence, as 
well as a few very good cases. There is clearly a need for more and better 
empirical evidence and syste matic use of  such information in a majority of  
the reports. The same is true for the second question, analysis of  evidence in 
relation to the evaluation questions: the analysis is not suffi ciently exhaustive 
in most of  the reports.

When it comes to supporting fi ndings and conclusions with data, 24 out of  
the 34 reports were rated as minimally adequate. Under “minimally ade-
quate”, however, we included reports in which most of  the evidence sup-
ported the conclusions, even though other evidence might point towards a 
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different interpretation. We deemed an evaluation to be “minimally ade-
quate” when the major conclusions seemed to be supported by data, although 
they could still be questioned. If  we gave a 5 or 6 the con clu sions were less 
open to questioning. The ratings suggest that the empirical data provided 
strong support for the conclusions in only 13 of  the 34 reports.

Evaluations are supposed to use scientifi c research methods but will often 
have to compromise on the application of  such methods because of  limita-
tions in time and resources. It is important to acknowledge the difference 
between evaluations of  the kind discussed in this report and academic re-
search, but evaluations still need to satisfy two important requirements: data 
and information should be collected syste matically, and conclusions should 
be based on solid evidence, otherwise there is a risk that evaluations are re-
duced to, and perceived as, only subjective opinions.

Hence, it is a weakness that most evaluations tend to use a narrative and 
descriptive form in the analysis without drawing upon empirical evidence. 
Evidence is not syste ma tically presented, utilised and integrated into the 
analysis. Findings and conclu sions are thus characterised by broad sweeping 
statements – based on impressions gained through the evaluation process. A 
typical example of  this is:

“The overall impression gained from the 43 visits to local civil 
society organizations is that the work the Swedish and local civil 
society organizations are doing is important and effective in that 
it produces results in line with Sida’s overriding development 
goals.” (05/16 p. 40)

There are a few examples of  reports with almost no empirical data. They 
appear as subjective testimonies by a team “looking at” an activity and ex-
pressing their own opinions, without giving the reader the chance to assess 
the reliability of  the fi ndings. The evaluation of  Sida’s Work Related to Sex-
ual and Reproductive Health and Rights (04/14), for example, included vis-
its to several countries and international organisations, but from reading the 
report it is diffi cult to get an understanding of  what the evaluators observed 
and learned from those visits. There is a general and narrative text analy sing 
broad trends and policies, but the text appears weakly anchored in empirical 
material, i.e. in what the evaluators saw and heard during the visits. The 
country fi n dings are not clearly refl ected and presented in the report.

In contrast, there are good reports with a lot of  empirical material and ex-
haustive analy sis. The evaluation of  Sida’s Health Support to Angola (03/19), 
for example, provides a relatively brief  but concise description of  the pro-
gramme context and the various components of  the programme. For each 
component, major achievements and constraints are discussed using a com-
bination of  statistical data, observations from site visits and information from 
interviews.
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Box 8. A good example: Presentations of facts and findings

The evaluation of Sida’s health support to Angola assesses all components of the 
programme in the same systematic manner in the Findings chapter, for example:

3.1. Maternal health
3.1.1. Objectives, purposes and results – planned and achieved
3.1.1.1. A review of plans and reports and indicators
3.1.1.2. Field evidence
3.1.2. Changes during the period
3.1.2.1. Suggestions from the 1999 evaluation
3.1.2.2. Major achievements and major constraints

At the end of each sub-chapter there is a summary, for example:

“The most impressive breakthrough in relation to maternal health care in Angola 
is the decen¬trali¬zation of institutional maternal care. There are now 33 antena-
tal clinics in Luanda and the number of peripheral delivery wards has increased 
to 15. In 1999, the reported number of institutional deliveries at peripheral clinics 
was 55.992 compared to 82.250 in 2002. The program has contributed by 
making significant investments, not only in building and equipment, but also in 
staff training.

The corresponding information from the referral hospitals are presented in the 
table below… The MMR continue to be high and at the same high level register-
ed 1989 when the programme was initiated… The peripheral maternity units are 
under-utilized… the capacity is more than double… The informal fee system may 
be a reason for the low utilization of the maternal health care.”

This is a simple and straightforward presentation, which consists of important basic 
elements:

–  Statistical data and an independent assessment of the validity and reliability 
of the data

– Utilisation of evidence collected during visits to clinics and interviews
– Efforts to explain findings based on field experience
– Assessment of plans and intentions – comparing targets with results

A similar structured approach is followed in the assessment of all of the programme 
components.

Source: SE 03/19. Sida’s Health Support to Angola 2000–2002 p. 10 ff.

4.2 The Design of Evaluations
In principle, an evaluator can choose between various designs to study im-
pact and effectiveness. Six alternatives were included in our scheme of  anal-
ysis: randomised control groups pre- and post-test design (classic experiment), 
non-randomised groups pre- and post-test design (quasi-experimental de-
sign), one-group pre- and post-test design, one-group time series design, 
judge mental sample and case study design, and narrative analysis. The ma-
jority (67%) of  the reports used only narrative analysis, based on a review of  
available documents and information from interviews. Some combined nar-
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rative analysis with a case study approach. Although most of  the evaluations 
could be called case studies, as they describe and assess one (and not two or 
more) development project or programme, we decided to use a stricter defi -
nition of  what constitutes a case study design: a systematic and analytical 
approach.

Table 9. Designs chosen in the evaluations

Design alternative Number Percentage
Randomised control group pre-test – post-test design 0 0

Non-randomised groups pre-test – post-test design 0 0

One-group pre-test – post-test design 0 0

One-group time series design 0 0

Judgmental sample, case study design 12 33

Narrative analysis 22 67

Source: The authors’ assessment of 34 evaluation reports

It is striking that none of  the more “complex” designs were used in the evalua-
tions in our sample – not even the time series or quasi-experimental designs. 
In some aca de mic circles the randomised trial design is considered the only 
“scientifi c” approach and in some countries an experimental approach with 
a control group is required in all evaluations (e.g. the USA, the UK for the 
edu ca tion sector). There is a strong movement towards experimental design 
with randomised control groups in the so-called evi den ce-based approach to 
evaluation. There is thus likely to be a require ment for more varie ty and 
more attention to design in the future. Box 9 contains a list of  different de-
signs, with some explanations.

Box 9. Examples: Evaluation designs

Experiments with Randomized Controls: Outcome measures among targets to whom 
an intervention is given in a provisional tryout before the permanent intervention are 
compared to outcome measures among an equivalent group, created through rand-
omization—randomized controls—from which the intervention is withheld or which 
has been exposed to other intervention(s) (classic experiments).

Experiments with Matched Controls: Outcome measures among targets to whom a 
provisional tryout is given or who has been exposed to the permanent intervention 
are compared to outcome measures among a theoretically equivalent group, created 
non randomly through matching—matched controls—from which the intervention is 
withheld or which has been exposed to other intervention(s) (quasi–experiments).

Generic Controls: Outcomes of the permanent intervention among targets are com-
pared with actual out¬comes or estab¬lished norms about typical outcomes occur-
ring in the equivalent larger population not covered by the intervention.
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Reflexive Controls: Data on outcome dimensions among targets who receive or have 
received the permanent intervention are compared to data on the same outcome 
dimensions among the same targets, as measured before the intervention.

Statistical Controls: Outcome changes among participant and non participant targets 
of the permanent intervention are compared, statistically holding constant differ-
ences between participants and non partici¬pants. Statistical controls are also 
applicable to full coverage interventions.

Shadow Controls: Outcomes among targets who receive or have received the perma-
nent intervention are com¬pared to the judgements of experts, program managers, 
staff, or participants on what outcomes they believe would have happened without 
the intervention.

Case Study (Process Tracing, Process Evaluation): To find out the extent to which the 
intervention has influenced outcomes, the intervention formation, the intervention 
imple¬mentation, the addressee response, the organization of the control function, 
the actions of the principals after the adoption of the intervention, and the interven-
tion context is studied as a rich case in its natural surroundings in order to discover 
and establish explanatory factors besides the intervention.

Source: Vedung (1997)

There could be several reasons for the choice of  design. Many evaluators 
may not be conversant with the panoply of  possible designs and might not 
have considered the alternatives. The more advanced designs may have been 
assessed but judged as inappropriate given the terms of  the assignment. For 
instance, it is diffi cult to envisage an experimental design for the evaluation 
of  Sida’s support to the Vietnam National Assembly. There are of  course 
also limitations on how Sida evaluations are carried out in terms of  time and 
available resources.

An evaluation usually includes some time for preparatory work at home for 
the consultant, one or two weeks of  visits to partner countries and some time 
for report writing. More time and several consultants are involved in large 
evaluations, but the approach is more or less the same. Time series designs 
require similar data to be collected for at least two different points in time – 
often requiring more than one visit to a country with signifi cant intervals. An 
experimental design requires the evaluation team to fi nd at least two compa-
rable geographical areas and to be allowed to increase the evaluation budget 
in order to collect and compare data from various sites, which is not viable in 
many cases.

If  Sida wants more and better information about impact, such information 
will either have to come from improved impact monitoring systems or 
through more long-term evaluations that are designed specifi cally to collect 
data and infor ma tion about change over time. Improving the design of  eval-
uations will require more resources and better planning however. An evalua-
tion based on experimental or quasi-experimental methods can usually not 
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be initiated after the project has been implemented, but has to be included in 
the project design and begin at the same time as the project itself. The chal-
lenge for Sida is how to support the utilisation of  more demanding designs 
(in terms of  increased time and costs) in future evaluations.

4.3 Data Collection
Looking at the choice of  methods for data collection, the picture is slightly 
more varied. The dominant pattern, however, is clear: the two most common 
data collec tion methods are document analysis and, to a lesser extent, open-
ended interviews including ad-hoc observation (i.e. visits to one or more 
project sites). Only two evaluations used stan dardised interviews and struc-
tured observation. Nine used focus group inter views and fi ve of  the reports 
used surveys. This means that question  naires and interview guidelines are 
not attached to many of  the reports, for the simple reason that they do not 
exist. Most of  the interviews were open-ended or semi-struc tured.

Some reports emphasise the virtues of  methodological triangulation – using 
several methods to answer and shed light on various aspects of  the same 
question. The fi gures in Table 10 seem to indicate a low level of  triangula-
tion: most of  the evaluation processes were organised in a similar pattern – 
document analysis followed by open-ended and semi-structured interviews 
and, if  relevant, visits to the respective project site. The evaluation of  the 
Development Cooperation Programme between the South African Police 
Service and the Swedish National Police Board (05/14) is a typical example 
of  triangulation.

Box 10. Example: Methodological triangulation

“The review has been carried out through a study of project documents, plans, re-
ports, agreements and financial data, as well as general documents related to the 
Structural Adjustment Programs in South Africa. In addition a number of interviews 
have been made with the Structural Adjustment Program and project managers in 
both countries. The interviews were combined with site visits in Gauteng, Northern 
Cape, Free State and KwaZulu/Natal.

“In the evaluation of a UNICEF project in Bolivia (03/41) a multi-dimensional under-
standing of poverty was developed comprising of (a) basic needs, (b) livelihood, 
(c) resources and vulnerability, (d) social and political deprivation, and (e) psychologi-
cal deprivation. The problems of measuring impact directly using quantitative data 
was recognized, but several data collections were used: (a) Community visits begin-
ning with the construction of a timeline, (b) focus group interviews in each community 
using an Impact Assessment Matrix, (c) case study interviews, (d) and lastly relevant 
national statistics.”

Source: SE 05/14 The Cooperation between the South African Police Service and the 
Swedish National Police Board
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Most of  the evaluated initiatives are relatively large – covering a sizeable 
geogra phi cal area and/or target group. It is therefore not surprising that 
only one evaluation gathered data from the whole population. It is more 
striking that a majority of  the reports (85%) gathered data from only a pur-
posive or purely ad hoc sample. In other words, the typical sample of  inform-
ants was selected based on the evaluators’ (and to some extent Sida’s and the 
recipients’) own decisions. During the course of  an evaluation, additional 
informants were interviewed ad hoc. The same sampling pat tern seemed to 
apply to the document reviews.

Given the limited time, the evaluators collected as many reports as possible 
from Sida and the project/organisation at the beginning of  the process. In a 
few cases the TOR actually asked for a more systematic literature search; 
otherwise the evaluators tended to rely on the literature and documents most 
easily available. In the eva lua tion of  the Water Education in African Cities 
(04/21) the fi rst part of  the assignment was devoted to a comprehensive re-
view of  written documents, but this is a rare example.

Few evaluations made an effort to collect data syste ma ti cally from a random 
sample. This might be explained by the absence of  experimental designs 
mentioned earlier, or it could be related to the time constraints involved. 
Whether it is for a questionnaire, focus group, observation or document anal-
ysis, the evaluators have to select a sample (unless of  course they choose to 
address everyone). The choice of  sample is very important, but only two 
evaluation reports contain any discussion of  the principles they applied and 
how the selection affected the fi ndings.

Table 10. Data collection methods in the evaluations

Data collection alternative Number Percentage
Surveys 5 15

Focus group interviews 9 26

Individual standardised interviews 2 6

Individual structured interviews 7 21

Individual open interviews 32 94

Structured observation 2 6

Ad hoc observation 12 35

Document analysis 31 94

Source: The authors’ assessment of 34 evaluation reports

Once the data collection methods have been chosen, the work of  construc-
ting the instrument for data collection can start. There are many ways to 
compile a questionnaire, for instance. Should the questions be open or 
closed? What should the mix of  questions be? How many questions should 
there be? If  you ask for opinions or values, what type of  scale should you use? 
There are also many questions that can (and should) be posed regarding in-
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terviewing: how is a focus group organised? Where, and with what agenda? 
All these issues must be assessed.

For an evaluation report to appear reliable we need information on the in-
struments and procedures for data collection. We refer not only to question-
naire formats, inter view guidelines and the like, but also to indicators, rating 
scales and bench marks. We did not fi nd suffi cient information in the reports 
on the way indicators had been defi ned. There were a few evaluations, how-
ever, in which indicators had been defi ned at the outset of  the evaluation and 
then used deliberately and systematically to collect data about performance. 
Rating scales and benchmarking were used only in a small number of  re-
ports.

A good example of  the systematic use of  indicators is found in the evaluation 
of  Contract-Financed Technical Cooperation and Local Ownership 
(03/09:1). The report describes how the evaluation process moved through a 
number of  steps:

• “First, a number of  characteristics and dimensions with which to charac-
terize contract-fi nanced technical cooperation and local ownership were 
identifi ed.

• Then each characteristic and dimension was given an operational dimen-
sion which in turn allowed the defi nition of  indicators and scales. These 
were then used in each project to characterize, both the application of  
contract-fi nanced technical cooperation and local ownership.” (pp. 6–15)

The main indicators for the various characteristics and types of  ownership in 
each of  the different projects were presented and analysed at the end of  the 
report. This made it possible to present a considerable volume of  informa-
tion in a concise and systematic form and to facilitate comparison between 
projects as well as countries.

Table 11. Deployment of instruments for data analysis

Instrument Number Percentage
Qualitative indicators 18 55

Quantitative indicators 11 33

Rating scales 8 24

Benchmarks 6 18

Source: The authors’ assessment of 34 evaluation reports
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4.4. Assessing Design and Methodological Choice
Almost all the reports contained a chapter on methodology that described 
the adopted me thods and how the evaluation teams had applied them. These 
accounts were of  variable quality. The majority of  the reports described the 
methodology briefl y but did not point with care to its limitations. In ten of  
the reports there was no discussion of  threats to relia bi lity and validity, or 
other comments on the quality of  the fi ndings and conclu sions. It is surpris-
ing that the evaluators did not care to make the reader aware of  potential 
weaknesses and limitations, as this could protect them against unfair criti-
cism. On the whole, much remains to be done with regard to methodological 
trans  parency.

It was diffi cult to assess the quality of  the data collection instruments as, in 
some cases, they were not even described in the report. The lists of  questions 
for open-ended and structured interviews and survey instruments are only 
attached to a few reports. Where the reports do present their data collection 
instruments, benchmarks, rating scales, etc., they are mostly well construc-
ted, appropriate and relevant. The evaluation of  a regional training pro-
gramme in Sri Lanka (04/18), for example, carried out a simple e-mail sur-
vey, which appears to provide useful feedback on course content and imple-
mentation.

We found that almost all the evaluations followed the same design and used 
similar methods to collect information and answer questions – a combina-
tion of  docu ment review and interviews. There is very little methodological 
variety in our sample of  evaluations. From one point of  view this can be re-
garded as a weak ness. Never theless, we rated the choice of  design to be ap-
propriate in the majority of  reports (26 reports rated in categories 4 to 6), 
though we were slightly less convinced about the appropriateness of  the data 
collection methods (28 reports in categories 3 to 5).

Table 12. Assessment of methodological choices

1 2 3 4 5 6 N/A Total

Description of Methodological Choices
Is there a section that 
describes the method-
ological choices fully? 7

2 7 6 8 8 3 0 34

Is there a discussion of 
threats to reliability and 
validity?

19 1 2 10 1 1 0 34

7 This question can be said to consist of two or maybe three sub-questions: (a) is there a separate section 
describing methodological choices, (b) is that section reasonably exhaustive, and (c) were the described 
choices well argued? This may be true also for other questions and the original battery of questions will have 
to be revised for later use.
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1 2 3 4 5 6 N/A Total

Description of Methodological Choices
Can the reader make an 
independent assess ment 
of the methodology?

4 1 8 9 10 2 0 34

Is there a clear statement 
of limitations to the 
 evaluation?

11 4 5 7 4 3 0 34

Designs for Causal Analysis
Is the design of the 
 evaluation appropriate, 
given constraints on 
budget, timing, and 
 preparatory work?

0 2 5 9 15 2 1 34

Data Collection Methods
Are the data collection 
methods chosen 
 appropriate to answer 
the evaluation questions?

2 3 5 12 11 1 0 34

Is there a relevant and 
adequate selection of 
sources of data?

0 4 6 11 12 1 0 34

Does the choice of 
 methods suggest that 
the evaluation will obtain 
reliable and valid data?

2 3 8 11 8 1 1 34

Instruments for Data Collection and Analysis
Are the instruments 
for data collection well 
constructed? 

10 1 2 0 5 0 16 34

Are indicators appropriate? 3 4 1 5 8 0 13 34

Are benchmarks fair 
and relevant?

12 0 2 2 2 0 16 34

Are rating scales well 
designed?

10 1 2 0 4 0 17 34

Key to ratings: 1 – very poor (or not done at all), 2 – significant problems, 3 – not quite 
adequate, 4 – minimally adequate, 5 – adequate, 6 – excellent, NA – not applicable, the 
question was irrelevant to that evaluation, or the issue could not be assessed because of 
a lack of information.

Source: The authors’ assessment of 34 evaluation reports

Note however, that “appropriate” here means “realistic”, given the available 
time and resources, but not necessa rily ideal from a research perspective. 
There is a drift to wards certain choices, leaving out more complex and de-
manding designs and me thods for very practical and pragmatic reasons. The 
designs and methods are not necessarily the most desirable, but they are 
manageable and realistic and in that sense appropriate. They represent a 
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pragmatic compromise with the ideal require ments, which could unfortu-
nately under mine the quality of  the evaluation. It should also be noted that 
the terms of  reference often prescribe the choice of  data collection methods. 
This, in combination with limited time and resources, often ruled out more 
complex designs and methods. Thus, in some cases Sida rather than the 
consultant was responsible for the methodological shortcomings.

We have to conclude that the selection of  methods and data collection is not 
ade quate – Table 12 shows that most ratings fall around the minimally ade-
quate line. Only one evaluation report could be placed in category 6 and two 
were placed in category 1, with the majority (19) in the middle categories (3 
and 4). 
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5 Conclusions and 
Making Recommendations

5.1 Introduction
Sida’s evaluation manual states that evaluation in development cooperation 
serves two general purposes: accountability and learning (Sida 2007, p. 12 
ff.). Accountability is achieved when the evaluators report back on imple-
mentation and results of  a Sida-funded activity, where responsibility has 
been delegated to an implementing counterpart. To fulfi l the purpose of  
learning, an evaluation “is expected to produce substan tive ideas on how to 
improve the reviewed activity or similar activities” (Sida 2007, p. 17). Evalu-
ations there fore need to be transparent, consistent and reliable, as dis cussed 
in previous chapters, and to formulate clear recommendations and lessons to 
be learned. The OECD/DAC Working Group on Evaluation has formu-
lated evalua tion standards, two of  which relate to conclusions, recommen-
dations and lessons learned:

“9.1 Formulation of  evaluation fi ndings. The evaluation fi ndings are 
relevant to the object being evaluated and the purpose of  the eval-
uation. The results should follow clearly from the evaluation ques-
tions and analysis of  data, showing a clear line of  evidence to sup-
port the conclusions. Any discrepancies between the planned and 
actual implementation of  the object being evaluated are ex-
plained...”

“9.3 Recommendations and lessons learned. Recommendations and les-
sons learned are relevant, targeted to the intended users and ac-
tionable within the responsibilities of  the users. Recommen dations 
are actionable proposals and lessons learned are generali zations of  
conclusions applicable for wider use.” (OECD/DAC 2007, p. 9)

In our assessment, we formulated eight questions based on these two stand-
ards. The results of  the assessment are summarised in Table 13. We found 
that most evalua tions in our sample respond to their TOR (see section 3.2.) 
and that their conclusions are clear and consistent. Most of  them also pro-
vide recommendations that are anchored in the analysis and conclusions, 
although there is often a lack of  empirical evidence, as we have shown above. 
These are very important quality criteria and they say much about the over-
all usefulness of  the reports. However, when probing whether the evaluations 
had formulated useful lessons learned our fi ndings were disappointing. We 
will return to the matter of  lessons learned later in this chapter.
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Table 13.  Overall assessment of conclusions, recommendations and 
lessons learned

1 2 3 4 5 6 N/A Total

Are the conclusions in the 
evaluation clear and 
 consistent?

0 4 2 12 13 3 0 34

Do the recommendations 
follow from the analysis and 
conclusions?

1 4 4 6 14 4 1 34

Are the recommendations 
practical; can they be 
translated into decisions?

1 2 5 10 10 5 1 34

Are there recommendations 
for clearly specified groups 
of actors?

5 1 5 9 9 4 1 34

Are there relevant, and for 
an informed audience, 
interesting lessons learned 
in a specific section?

17 2 5 5 4 1 0 34

Can an informed reader 
identify and make sense of 
lessons learned through the 
intervention?

1 4 11 8 8 2 0 34

Has the evaluation added to 
a general understanding of 
development cooperation?

1 8 10 8 7 0 0 34

Key to ratings: 1 – very poor (or not done at all), 2 – significant problems, 3 – not quite 
adequate, 4 – minimally adequate, 5 – adequate, 6 – excellent, NA – not applicable, the 
question was irrelevant to that evaluation, or the issue could not be assessed because of 
a lack of information.

Source: The authors’ assessment of 34 evaluation reports

Even if  useful recommendations and lessons are provided, however, for 
learning to occur as a result of  evaluations, the organi sations needs to receive 
these in a sys tem that facilitates or enables learning and management re-
sponses to evalua tions.
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5.2 How Evaluation Reports Conclude
The overall rating of  the evaluations in the sample is positive. The majority 
(28/34) of  the reports were found to draw satisfactory conclusions. In 13 
cases the conclusions were rated as quite good and 3 were considered excel-
lent. Nonetheless, 6 evaluations did not pass the test with regard to the con-
clusions they offered.

The Joint Committee’s Program Evaluation Standards include a “justifi ed 
con clu sions” standard: “The conclusions reached in an evaluation should be explicitly 
justifi ed, so that the stakeholders can assess them” (Joint Committee on Standards 
1994, A10). This means that the conclusions should be based on all the infor-
mation collected and the evaluators should indicate what can be derived 
from the data, both in sup port of, and possibly against, the main conclu-
sions.

Patton (1997, p. 307): suggests a framework for conclusions 

1. Description and analysis: Describing and analyzing fi ndings in-
volve organizing raw data into a form that reveals basic pat-
terns.

2. Interpretation: What do the results mean? What’s the signifi -
cance of  the fi ndings? Why did the fi ndings turn out this way? 
What are possible explanations of  the results? Interpretations 
go beyond data to add context, determine meaning, and tease 
out substantive signifi cance based on deduction or inference.

3. Judgement: Values are added to analysis and interpretations. 
Determining merit or worth means resolving to what extent 
and what ways the results are positive or negative. What is 
good or bad, desirable or undesirable, in the outcomes? Have 
standards of  desirability been met?

This framework shows how the process of  arriving at conclusions draws on 
the empirical data and the analysis, as well as on interpretation and judge-
ment. The con clu sions themselves are the synthesis of  this process – the end 
result of  the presen tation and the discussion, the consolidated statement of  
what the evaluation team has found. Factual conclusions should explicitly 
build on these steps and be clearly derived from them.

What does it mean by conclusions should be clear and consistent? It may 
seem diffi cult to pinpoint exactly what is meant by clarity and consistency. 
Yet conclusions are clear if  they contain no obvious ambiguities and vague-
ness and are easy to understand, and they are consistent if  they contain no 
contradictions. Box 11 pre sents an example of  what we consider to be clear 
and consistent conclusions from the sample of  reports.
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Box 11. Example: Good practice – clear and consistent conclusions

6.1 Overall project relevance

To determine the project relevance in terms of the overall objective, the outcome rely 
on whether there is any democratic process to support, in the meaning of a develop-
ment towards a more democratic society. 

We have noted in chapter 4 that there are a number of ways in which the present 
system of government in Vietnam falls short of what, in Sweden and broadly by the 
international community, is seen to be fundamental to a functioning democracy as no 
real alternatives to the ruling party can be presented to the electorate.  The voters 
are not free to elect their representatives of their own choice and no real alternatives 
to the ruling party policies can be presented to the electorate. There are also restric-
tions to the freedoms of opinion and expression and independent media do not exist. 
There is furthermore, as mentioned, no expressed intention of the leadership to 
change that situation. Therefore there is reason to question whether there is any 
“democratic process” in Vietnam to enhance.

In spite of these shortcomings we find there are reasons to conclude that there are 
possibilities to promote a democratic development in Vietnam. Even if there is no 
declared intention to systemic change, changes occur through the many reform 
processes currently taking place in Vietnam. And although relatively on a small scale, 
more transparency and publicity, a more open public debate, more focus on parlia-
mentary supervision of the executive create a dynamism that obviously is seen as 
necessary and welcomed by many, if not necessarily by all. The liberalisation of the 
economy is an important driving factor.

These visible changes and ongoing reforms can be interpreted as a transition proc-
ess, in the sense that we can observe changes also in the political procedures that 
determine the distribution of powers. The parliament has gained more formal powers 
through the Constitutional changes, and also through the new organisational struc-
ture that will increase the number of full time parliamentarians. This will certainly 
create a more efficient parliament with improved capacity in key areas such as law 
making and supervision. A coming new law on supervision would add to this develop-
ment situation. There is no doubt the parliament plays a very active and important 
role in a democratisation process. Indeed, although division of power as conceptual-
ised by Montesquieu is not part of the official ideology of Vietnam, the Parliament is 
increasingly assuming the role of a “peoples tribune” in the government structure, 
and a platform for political debate …

6.4 Mode of co-operation

The Mission has the impression that the project parties may have had different ex-
pectations on the role each party was supposed to play in the co-operation. From the 
side of Sida the project was perceived as an institutional co-operation of sister insti-
tutions where the two co-operating institutions would gradually develop the project 
content and deepen the co-operation from the level of exchange of experience to 
joint problem solving. The Riksdag Administration would develop a consulting role.  

From the side of the Riksdag Administration, the role of facilitator of exchange be-
tween parliaments is familiar, whereas the role of acting as a consultant in joint
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problem solving is unfamiliar and even questionable. Also from the side of ONA it 
seems as the expectations have been that the project should provide knowledge 
inputs to facilitate conceptualisation of development options in the agreed subject 
areas. A deeper involvement in long-term development activities by the Riksdag 
Administration does not seem to have been expected during this phase.

However, in a project of this nature the Mission would have expected the parties to 
review the project document thoroughly after the first year to analyse the achieve-
ments in relation to the objectives and to review the coherence and realism of planned 
outputs and activities. This has not been done as far as the Mission has observed. 
The absence of this kind of follow up indicates that the parties have regarded the 
project document as unchangeable. In a development project of this kind the experi-
ences gained and the new circumstances that arise should be reflected in critical 
review of objectives outputs and activities and affect the plans made. The absence of 
this type of critical review may explain why certain outputs have remained whereas 
activities to achieve the output have been cancelled.

Another explanation why more long term development oriented activities – such as 
envisaged studies – not have been implemented may be found in a lack of readiness 
on the part of both parties to involve in such activities or that the more hands on 
activities, seminars and study tours, have fully absorbed the capacity of ONA and 
Riksdag Administration. If the latter explanation were valid it would indicate that there 
is a limit for the involvement of ONA staff and expertise from the Riksdag Administra-
tion in activities requiring active participation in several consecutive activities over a 
longer period of time.

Source: SE 02/12. Strengthening the Capacity of the Office of the Vietnam National As-
sembly, p. 38 ff.

We rated this report as being of  high quality for a number of  reasons. The 
report clearly distin guishes between Overall assessment (Chapter 6), Recom-
mendations (Chapter 7), and Lessons learned (Chapter 8). The conclusions 
are clear – there is no doubt as to what the authors think – and they are also 
analytical, presenting arguments for and against. The writing is frank and 
addresses diffi cult issues head on.

Evaluations that rate lower in our assessment tend to present conclusions that 
lack suffi cient data support. Consistency is also a problem in many cases. The 
object of  inquiry, whether it is a project, programme or policy, is usually 
complex, and there are cases when the evidence points in different directions. 
Nonetheless, it is the task of  an eva lua tion to make sense of  the mess, while 
not oversimplifying it.

If  the presentation of  the data and analysis is transparent and comprehen-
sive, it is easier to create clarity and consistency. The reader can then follow 
and assess the argument more easily and see how evaluative statements are 
grounded in comparisons between facts and value criteria. The more com-
prehensive the explanation of  the analysis, the more likely it is that conclu-
sions will emerge as clear and convincing. In some cases the evaluators pro-
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ceed directly to summative results statements without describing how they 
arrived at them. Anyone who has interviewed large numbers of  people knows 
that there are differences of  opinion. Conclusions are not credible if  this is 
not refl ected in the analysis. 

The reports that were given a high ranking on clear and consistent conclu-
sions were all rather long, at 60 to 80 pages. This could be regarded as a 
problem, as many readers do not have much time to spend on reading re-
ports. If, however, the report is well structured, has a clear executive sum-
mary, and otherwise helps the reader along, this may compensate for its 
length. Another possibility is to put some of  the data in annexes.

5.3 Recommendations for Action
As stated in Table 14, we have used three main criteria to assess the quality 
of  re com mendations:

1. Do the recommendations follow from analysis and conclusions?

2. Are the recommendations practical: can they be translated into deci-
sions?

3. Are the recommendations for clearly specifi ed groups of  actors?

4. Are the value judgements from which the recommendations follow clear-
ly sta ted?

The majority of  the evaluation reports in our sample offers recommenda-
tions that follow from the analysis and conclusions and are both practical and 
directed at specifi c groups of  actors (see Table 14). However, as the conclu-
sions, in a number of  cases, are based on insuffi cient evidence, as described 
above, we need to question the reliability of  the recommendations. It must 
also be noted that almost one third of  the evaluations fail to provide satisfac-
tory recommendations.

Recommendations in a mid-term project evalua tion will look quite different 
to those in an evaluation of  an intervention that is close to its end, and rec-
ommendations provided by a formative evaluation will be quite different to 
those of  a summative evaluation. The eva luation of  Sida’s activities in the 
fi eld of  culture and media (04/38), for example, has diverse, abstract and 
long-term recom men dations. A programme evaluation has very concrete 
recommenda tions for clearly specifi ed actors and for immediate action. What 
is useful in one evaluation could be out of  place or incompre hen sible in an-
other. The recommenda tions must be developed according to the nature and 
purpose of  the evaluation, the project cycle and the kind of  decision-makers 
that are being addressed. It must be clearly stated which value judgements 
the recommen dations are based on.



63

Having assessed the recommendations according to the three main criteria 
(above), and acknowledging that recommen da tions must be seen in their 
context, let us turn to the evaluations with which there are problems. What is 
wrong and why? The issues can be summarised as follows:

• In some evaluation reports, the value judgement or judgements underly-
ing the recommendations are not explicitly stated or, if  they are tacit, not 
easily grasped and understood by the reader. This point is important be-
cause recommendations on how somebody should act cannot be drawn 
from observations alone but must be supplemented with value judgments 
of  the following type: given that we value this aid effort and that it should 
continue, our observations on how it actually works suggest that it should 
be improved in the A, B and C way.

• Some recommendations are beyond the control of  the intended users. 
There is no point in suggesting actions that are outside the mandate or 
beyond the resources of  those who are to respond.

• The evaluators may need to distinguish between different types of  recom-
men dations according to whether the underlying value judgement is dis-
con tinuation, long-term continuation or short-term amelioration, and at 
whom the recommendations are directed.

• Recommendations should consider the costs and benefi ts of  making the 
suggested changes, including the risks they involve – particularly if  major 
changes are recommended.

• Evaluators need to be careful and prudent in the way they express their 
recommendations. The choice of  words is important. Powerful recommen-
dations can be diluted by an overly meek style, while particularly sensitive 
recom men dations might be dismissed because of  an overly assertive 
style.

• There is a practical limit to the number of  recommendations that should 
be suggested in an evaluation. Absorptive capacity puts a limit on the 
number that can be diges ted and acted on, though this will of  course 
vary. Some 3 to 6 highly strategic recommen dations followed by some 10 
to 20 more operational suggestions would probably be the limit in many 
cases.

We present what we consider to be reasonably good examples of  recommen-
dations in Box 12. These recommendations are made at a point when the 
programme is approaching its end, but the authors go beyond the programme 
and out line spheres of  cooperation for a longer-lasting relationship. This re-
fl ects the fact that Sida frequently asks evaluators to advise on future initia-
tives. 
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Box 12. Good practice: Policy recommendations beyond the programme

Twinning Cooperation with the Baltic States 
Concerning Prisons and Probations

9.2 The future
As we understand it the Sida funding of the twinning cooperation will come to an end 
when the Baltic States accede the European Union, that is on 1st of May 2004. We 
find it important that international cooperation can continue at a minimum budgetary 
level and that also other measures by the Baltic institutions are taken in order to 
sustain and develop the activities and results of the twinning programmes. Hence, 
there is need for a strategy for the future. We think that such strategy should be 
elaborated by the prison administrations themselves in the Baltic States and Sweden, 
but we will offer some suggestions. The Baltic States should

• strengthen the sustainability of ongoing activities and results. One way of doing so 
would be to improve the dissemination of knowledge and experience of the twin-
ning cooperation (spread of “best practice”) within the whole system in each Baltic 
country. The staff training centres should play a role in this area of work;

• appropriate budgetary means necessary to finance some activities of external 
cooperation, for instance for travel to other countries that is necessary to maintain 
an international cooperation;

• reinforce the capacity to manage aid resources from EU, that is the administrative 
capacity to design and implement EU-funded projects of use to the prison and 
probation system, including funding of non-governmental organizations that carry 
out work in this area;

• involve non-governmental organizations complementary to the State. Such organi-
zations are well equipped to deal with pre-release preparation, aid to newly re-
leased persons (work training, studies, social contacts, food etc) and other tasks. 
They can perform some of these tasks better than State institutions and may also 
have the possibility to raise money in addition to the State budget;

• develop tools for cooperation that work on a low-budget basis. Internet communi-
cation and e- learning are tools that could be used in efforts that are joint for all 
three Baltic States; and 

• prepare for a transition to a regular international cooperation concerning prison 
and probation.

9.3 2003
We recommend Sida funding at the present financial level during the next year 
(2003). A reason to continue the cooperation is not only that it has had good results 
but also that the Progress Reports of the EU Commission point at the justice Sector 
– for instance the magnitude of pre-trial detainees – as one of the weakest of the 
Baltic candidate countries. In addition, there are several twinning arrangements of 
recent date (Maardu, Tartu and Lukiskes), which must have a chance to develop.

With regard to the content of the cooperation in 2003 there are many needs to meet 
and, hence, many areas of activities that deserve attention. Examples are prevention 
and combat of drugs; prevention and combat of HIV; probation and other alternatives 
to imprisonment; prison management; and material. As has been the case in the 
past, every twinning arrangement should be fairly free to determine the content of its 
own cooperation. This decentralised way of decision-making is a way to ensure a 
high degree of relevance of the activities. But there could also be some elements of 



65

cooperation at the policy level that could be continued in the future. A possible topic 
could be attitudes of the general public towards prisoners and ex-prisoners.

In addition to the continuation of such activities we recommend that the elaboration 
and implementation of the strategy for the future starts as soon as possible. We find 
it reasonable that part of the funding available for 2003 be used for the kind of strate-
gic activities that were mentioned above (9.2). In this way the last period of Sida 
funding will be used to lay the basis for continued cooperation on a low budget basis.

9.4 After 2003
As already stressed, we find it important that some kind of cooperation can continue 
also after the date of the Baltic States’ accession to the European Union. Otherwise 
much of what has been created may be lost. It should be kept in mind that several 
activities do not require much funding. Examples are legislative work to create alter-
natives to imprisonment, dissemination of best practice through out the prison 
system of each of the countries involved, methodological development including 
increased awareness of gender aspects and supply of used material. Also some on-
job training of Baltic staff in Sweden would be appreciated. A continuation is, how-
ever, conditioned on the strategy suggested above.

Such a strategy may pave the way for the transition to a regular, non-subsidized 
cooperation with other countries and also between the Baltic States themselves. We 
want to point out that these States must be prepared to make modest contributions 
of their own for the regular international cooperation. Such contributions may have 
considerable impact since they make possible informal contacts, visits, e-mail coun-
selling and e-learning, transport of used material etc. It should be a natural thing in 
the future for Baltic prisons to have exchange with neighbouring countries. Such 
activities, even though sporadic, are already going on, for instance with Poland and 
Russia. In addition, it could be beneficial for SPPA to include prison management 
from the Baltic States in future international cooperation with other States in eastern 
Europe.

Whilst many Swedish authorities have a self-interest in cooperating with their Baltic 
counterparts, e.g. police and customs, the interests of Kriminalvårdsstyrelsen (SPPA) 
are less pronounced but, nonetheless, we find it justified for SPPA to allocate some 
budgetary means for a regular cooperation in the future, i.e. allowing for a continua-
tion of some of the activities that are now funded by Sida.

Source: SE 03/11. Development Cooperation between Sweden and the Baltic States in 
the Field of Prison and Probation

An evaluation could be far more direct in its recommendations than the one 
quoted above. Many project evalua tions are expected to deliver inputs to 
ongoing activities, and direct, specifi c recommendations might there fore be 
expected. Box 16 contains an excerpt from an evaluation of  a regional train-
ing programme in network main te nance. The evaluator studied a programme 
in Sri Lanka and made recommen dations on how it should be modifi ed in 
the future. The text in the box shows that the evaluation has a number of  
suggestions for the future design of  the programme. It is practical and the 
course admini strators should be able to develop a new programme with these 
observations in mind.



66

A recommendation like this is directed at the course administrators, however, 
and may be very useful to them. Naturally, for Sida, the fi rst question is 
whether or not to fi nance the programme. As the recommenda tions for 
change are quite signifi cant, it may be assumed that there were several prob-
lems with the programme as it was – too theoretical, insuffi cient equipment, 
too expen sive, etc. Do poor results imply that the project should be closed, or 
that it should be modifi ed and exten ded to make sure the objectives are met? 
An evaluation can give an opinion or make an explicit recommendation, but 
both of  these activities require value judgements in addi tion to evidence of  
performance and outcome effects.

Box 13. Good practice: Practical and concrete project recommendations

As stated earlier most participants expressed concerns about the learning environ-
ment, in particular the state of the labs, computers and lack of hands-on, practical 
experience. Therefore, it is recommended that future programmes place a greater 
emphasis on practical exercises. To facilitate this, it would be desirable to have more 
networking equipment available to work on in labs and more up-to-date workstations. 
Moreover, the D[esign,] I[nstallation,] A[dministration] and M[aintenance of] N[etwork 
Systems] programme needs to be refined to avoid duplication and overlap and build 
in more practical training. Specific, technical recommendations include the following:

1.  The course should include a component with at least DNS, Mail Transport agent, 
Network File Service, web server application and Authentication and Authorization 
services.

2. The course should be more practical than theoretical.

3.  The course should include network troubleshooting sessions in which network 
traffic analysers are used as tool to monitor and detect errors in the network.

4.  Laboratories need additional equipment in order to provide the required environ-
ment for practical sessions.

Source: SE 04/18. The Regional Training Programme in Design, Installation, Administra-
tion and Maintenance of Network Systems (DIAMN)

It takes time and good judgement to write high-quality recommendations. It 
is quite clear that in the evaluation reports we rated highly, the authors spent 
a lot of  time thinking about the recommendations. They are well structured 
and carefully worded, anchored in conclusions and supported by data. Where 
the recommendations are poor, it may be that time was running out and a 
few bullet points were thrown in to satisfy the TOR. This is the impression 
conveyed by the six reports with a very low rating.
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5.4 Lessons Learned
Sida’s evaluation policy places a strong emphasis on learning. It is one of  the 
two overarching reasons for evaluations being commissioned in the fi rst 
place. Evalua tions are meant to contribute to long- and short-term learning, 
and to learning at different levels. Sida is not alone in this. Most other devel-
opment cooperation agencies also expect evaluations to contribute to learn-
ing. 

Learning does not occur automatically however. Non-utilisation and under-
utilisation of  evaluation is a constantly recur ring lament in the literature. 
Decision-makers commission and fund evaluations but care little, if  at all, 
about the resulting fi nal reports (Vedung 2000:265 ff.). In many instances, 
there is a weak correlation between evaluation and learning. One study (For-
ss, Samset and Hauglin, 1992) found that evaluation ranked no higher than 
17 on a list of  instruments that contribute to organisational learning (with a 
possible ranking between 1 as the best and 19 as the worst). Yet other studies 
have found that learning can occur quickly with the help of  evaluation when 
agencies work together; there is a sense of  urgency, and other organisational 
mechanisms are supportive, but these three conditions are often not in place 
(Forss, Cracknell and Strömquist, 1997). 

Evaluation may lead to learning and improvement within the framework of  
the inter vention and the activities that are evaluated. It may also promote 
learning in a broader context of  other interventions. For this to occur, the 
sections in the evaluation reports on lessons learned may be instrumental.

Sida defi nes “lessons learned” as: “[g]eneralizations based on evaluation experien ces 
with projects, programs, or policies that abstract from the specifi c circumstances to broader 
situations. Frequently, lessons highlight strengths or weaknesses in prepara tion, design, and 
implementation that affect performance, outcome, and impact.” (Sida Evaluation Man-
ual 2007, p. 112) Lessons learned should thus go a bit beyond the actual 
project, programme or policy setting, and be of  interest to people other than 
the imme diate stakeholders of  the evaluation. 

There is a footnote accompanying the above quote that clarifi es the “lessons 
learned” further: “As the term is understood in this manual, the degree of  generalisation 
of  a lesson varies from case to case. As the conditions for develop ment cooperation vary, il-
luminating attempts at generalisation are often restric ted to a particular type of  context or 
mode of  intervention.” (Sida 2007, p. 112)

Our interpretation of  this is that a reasonable way of  promoting learning 
beyond the actual project, programme or policy would be to regard the in-
tervention under eva luation as an example of  something more general. This 
more general theme might be, for instance, a type of  intervention similar to 
the specifi c project, pro gram me, policy, theme, etc. In order to succeed, how-
ever, the evaluators should provide insight into what this more general entity 
might be.
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So, what is the quality like of  the lessons learned section in the Sida evalua-
tions? In general, quite poor. No more than fi ve were rated as “quite good” 
or “excellent” on their presentations of  the lessons learned. Many did not 
have such section at all. Our fi ndings indi cate that the lessons learned section 
is the aspect of  evaluation quality in most need of  improvement. 

Why is there not a lessons learned section in every evaluation report? A 
glance at some examples of  poorly presented lessons learned sections may 
provide some answers to this question. The evaluation of  a project to support 
local radio stations in Vietnam (04/35) did indeed try to specify “lessons 
learned” in a particular section, and that in itself  is commendable. The quote 
illustrates what is put forward as “lessons learned” (p. 17 ff.):

“Development of  human resources is the most meaningful lesson learnt, 
which [w]ill be useful for improvement and upgrade of  radio pro-
gramme quality, not only in live pro grammes but also in any type 
of  radio production. All the selected provincial radio stations 
have formed up core groups for live broadcasting production. 
These groups include compe tent radio staff  that can organise 
and produce live and feature programmes at high quality. In par-
ticular, local pioneer broadcasters who have ever been trained in 
Sweden have made a great progress in methods and attitude of  
working. After absorbing advance knowledge and skills of  mod-
ern radio broadcasting, they have become the missionaries who 
can inspire transfer to their colleagues the knowledge, skills, and 
their experience.

“Preparation for and selection of  appropriate local radio stations to 
participat[e] in the project implementation are also good pra[c]tices that 
should be shared. Benefi ciaries of  the pipe lined Radio Capacity 
Strengthening Project at Grass Roots Level will be district and 
commune stations, which are in disadvantageous positions due to 
the limited resources compared to the provincial stations. Thus, 
ensuring availability of  resources before imple men ting project 
will be an important condition to the success of  the project.”

In 2004 it was hardly news to the development community that human re-
source development is important to upgrading radio programme quality. 
Nor would it have been surprising that time has to be spent selecting and 
preparing the organi sa tional units to be included in a project such as the one 
evaluated. However, it might be relevant and important to spell such things 
out in the local context, and the project personnel there, who might not have 
been involved in development cooperation previously, had perhaps not 
thought of  such issues before. Although the lessons may have had some rel-
evance in the Vietnamese environment, they would certainly not have been 
new to either Sida or the Vietnamese authorities responsible for coope-
ration.
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Does this mean that the evaluators should not have documented the lessons 
learned there? To answer this, the potential audience of  the report needs to 
be considered. The report is in English and is published in Sida’s series of  
evaluation reports. Most of  those who read reports in this series are quite 
familiar with development cooperation. Some of  the lessons learned are 
probably better delivered to local audiences in other ways.

An evaluation of  Nine Power Supervision and Control Systems Projects 
(03/25) presented a set of  lessons learned in short and to-the-point state-
ments. We quote three of  the six lessons here (they are all quite similar):

“The donor agency must assume responsibility for managing the 
preparatory work in such a manner that the development objec-
tives, as opposed to commercial ambitions, become the defi ning 
parameters, for project scope and cost…

“It is not reasonable to expect consultants to seriously question 
the viability of  projects that may constitute part of  their future 
market…

“Competent and resource-rich suppliers such as ABB need to be 
balanced by interests that promote cost effi ciency and competi-
tive pricing. This is of  particular importance during the project 
initiation and preparation phase. The record suggests that such a 
balance has not been achieved in many of  the projects under re-
view.” (p. 9)

What the authors have to say is indeed interesting and relevant to the project 
assess ment, but are these lessons learned? The discussion on the pricing of  
supplies under various credit schemes is more than 20 years old and the ef-
fects of  creating a protected market with combinations of  grant aid and 
credit schemes are well known. The implications concerning what Sida 
should do and how the agency should undertake preparatory work is not new 
– but that in itself  does not mean that Sida cannot be criticised for shortcom-
ings. The report would perhaps have broken new ground if  it had explored 
why the problems still exist when many earlier evaluations and other studies 
have identifi ed them and come up with similar recommendations.

Both these examples point to the problem that is actually foreseen in Sida’s 
evalua tion manual, namely that the degree of  generalisation varies from case 
to case. What is a lesson to some might be well known to others. A person 
with many years’ experience of  development cooperation might not identify 
any lessons learned at all, while a newcomer with fresh eyes might fi nd lots to 
learn from. Perhaps it is better to take the chance and present one lesson too 
many than to be too selective and present too few? There is a risk, however, 
that many readers will simply skip the lessons learned sections if  they con-
stantly fail to yield fresh insights.
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When writing a report, it is necessary to make careful distinctions between 
the three concepts we have considered in this chapter: conclusions, recom-
mendations and lessons learned. As in the two examples above, what are 
presented as lessons learned are often actually a mixture of  conclusions and 
recommendations. A useful way to handle the formulation of  lessons learned 
is to structure the whole process of  inquiry to develop them. We have pointed 
out the importance of  having good evaluation questions – if  the questions 
are relevant it is more likely that the answers will contain lessons to be learned. 
One commendable way to develop lessons learned is to construct or regard 
the evaluated intervention as an example of  something more general.

Another way to develop lessons learned might be to formulate hypotheses in 
advance. Evaluators could set down their expectations for their inquiry in the 
form of  up to a dozen hypotheses concerning what they will fi nd. If  they are 
then surprised, fi nd some thing else or are able to strongly confi rm their ex-
pectations, the way towards presen ting interesting lessons learned is easier. 

Furthermore, when authors formulate their lessons, it might be useful to use 
a “quality test” by inserting a negative into the sentence. If  anybody can 
credibly claim that the negated statement should be acted on, then original 
sentence can be a relevant lesson learned. If  the negative sentence is plainly 
silly, then the statement may be self-evident. For example: “Development of  hu-
man resources…will be useful for improvement and upgrade of  radio programme quality, 
not only in live programmes but also in any type of  radio production.” It is doubtful that 
anyone would claim human resource development to be useless, hence the 
statement is pointless as a “lesson learned”.

What do lessons learned look like when they are well formulated? Box 14 
contains an example of  good practice of  presenting lessons learned. First, 
the evalua tion of  Sida’s work with culture and media goes straight to the 
point to assess Sida’s policy, which in itself  is a rather unusual approach in 
policy evaluation. Most such evaluations deal with the implementation and 
effects of  a policy, not with its substance. Secondly, the evaluation discusses 
the policy approach in relation to its context and makes suggestions for fur-
ther thought. 

For those who were working on the strategic development of  country pro-
grammes, and for many of  those who were implementing projects and pro-
grammes, the ways in which this evaluation connects the subject to poverty 
issues must have been quite innovative. Here we can see an example of  “gen-
eralizations based on evaluation experiences with projects, pro grams, or policies that ab-
stract from the specifi c circumstances to broader situations.”
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Box 14. Good practice in writing lessons learned

The Policy for Sida’s International Development Co-operation in the Field of Culture 
presents a thoughtful and progressive view on culture and development that is still 
“cutting edge” in the international context. However, to be fully relevant to the pov-
erty reduction effort, the Policy would need to be updated and separated into a 
policy for media, and another for culture.

The new culture policy would need to give thought to how culture can contribute to 
poverty reduction and empowerment without forfeiting the current Policy’s strong 
human rights perspective and clarity of thought and structure. A stronger poverty 
perspective should not be interpreted as compromising cultural or artistic merit by 
reducing the arts to only a function in the service of human development.

The new culture policy would also need to address some additional issues. 
These include how funds allotted for culture can impact on promoting peace and 
preventing conflict, support cultural industries and strengthen intellectual property 
rights. Furthermore, in the light of the Human Development Report 2004 on cultural 
liberty, a new policy would appropriately elucidate this concept.

Sida’s Policy has had the ambition of “making the cultural perspective visible in all 
development co-operation”, which suggests a “mainstreaming” approach. Since culture 
is a complex concept and naturally varies considerably from country to country, 
mainstreaming is difficult and can easily be misinterpreted in a way that leads to 
cultural determinist positions. Thus, at the project level, it would instead be more 
appropriate to address culture using a rights perspective that focuses on cultural 
liberty, freedom of expression and freedom of information. Nevertheless, it would be 
highly relevant to systematically include the roles of culture and media in poverty 
reduction efforts as standard areas of analysis in the country strategy process.

Sida’s culture support portfolio as a whole is highly relevant to the Policy’s overall 
goal of “creating opportunities for cultural diversity, creative activities and sustain-
able development based on human rights”. Human rights perspectives are more 
prominent in some forms of support than others but, more often than not, the spirit 
of the human rights framework permeates the support. This includes, in particular, 
freedom of expression, participation of disadvantaged groups and democratic work 
processes. The support is also generally coherent with the goal-areas specified in 
the Policy.

Source: SE 04/38. Sida’s Work with Culture and Media, p. 109 ff.

To sum up, even if  evaluations are supposed to contribute to learning it 
might not be possible to generate lessons learned in every case. At times there 
are severe limita tions on the amount of  time dedicated to an evaluation and 
the opportunities for collecting data. Moreover, evaluations are produced 
and consumed in a context where the majority of  readers already has sub-
stantial knowledge of  the subject or specifi c activity being evaluated. To pro-
duce new lessons for this audience requires not only skills in evaluation but 
maybe also a better understanding of  the specifi c subject than most evalua-
tors have.



72

6 Conclusion

6.1 Revisiting the Quality Questions
Let us now return to the questions we formulated in the introduction. Has 
the study produced any surprises or has it more or less confi rmed what we 
expected all along?

• What information do Sida’s evaluations provide, which questions do they 
answer (q. 1–3, 6)?

• Is the information reliable, can Sida’s evaluations be trusted (q. 4–5)?

• Do Sida evaluations support decisions and learning (q. 7–8)?

Question 1.  Do Sida evaluations adequately address the evaluation 
questions formulated by Sida in the TOR?

Most of  the evalua tions in our sample addressed the questions raised in the 
TOR, although not necessarily providing satisfactory answers (cf. below). 
Only six were less than adequate in terms of  coverage and none was deemed 
to have signifi cant shortcomings. As evaluation teams usually present draft 
reports to Sida, and are asked to make adjustments where necessary, it is not 
surprising that the end product corresponds fairly well to the TOR.

On the other hand, the TOR were not always clearly formulated and well 
focused. Our overall assessment of  the TOR for the evaluations examined in 
this study is that they were not very good. 

Question 2.  Do Sida evaluations provide valid and reliable information on 
efficiency, effectiveness, impact, relevance and sustainability?

About two thirds of  the evaluations contain a satisfactory analysis of  effec-
tiveness, sustainability and relevance, but fewer than half  contain a satisfac-
tory analysis of  impact and only one in fi ve delivers a satisfactory discussion 
on effi ciency. The bench mark “satisfactory” means that the evaluation makes 
a statement that seems plausible (but would benefi t from further elaboration). 
Thus, for an evaluation the “satisfactory” mark is only a minimal require-
ment. For certain purposes this level might be suffi cient, but in many cases a 
higher quality of  analysis would be desirable. The bottom line is that while 
the majority of  the reports in the sample (74%) were found to address the 
questions in the TOR, between 30% and 80% of  Sida’s evaluations failed to 
deliver plausible statements for each of  the fi ve criteria:
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• Most of  the evaluations cover effectiveness appropriately (62%) although 
often in the sense of  goal-achievement at the output or near outcome 
stages. Many evalua tions that draw conclusions regarding intervention 
effectiveness did not give the issue of  attribution suffi cient consideration, 
i.e. they did not show any empirical evidence of  the intervention having an 
infl uence.

• Impact studies are less common (47%), if  we take “impact” to mean the 
effects of  the intervention itself. The issue of  causality is the problem of  
demonstrating that certain outcomes are the result of  specifi c interven-
tions. What effects have occurred as a result of  the intervention? Causal 
analysis should be an inte gral part of  effectiveness as well as impact as-
sessment. Too often, the out come objectives to be assessed are broad, 
long-term and of  a multiple nature (see q. 2). In many cases the evalua-
tions are designed in a way that makes it diffi cult to assess the actual im-
pact of  an intervention (see q. 3).

• Effi ciency is considered to an insuffi cient extent in most evaluations: only 
21% of  the evaluations in the sample succeed in this task. Financial anal-
ysis is a weak area in most reports and the cost of  interventions is rarely 
analysed and com pared to outcomes or impacts – not even at a general 
level. Questions about the extent to which more and better outcome ef-
fects might be achieved with similar or fewer resources using alternative 
interventions are rarely addressed. The “value for money” perspective 
should be part of  most evalua tions how ever. An overall assess ment would 
be suffi cient in many cases. Conclu sions are all too often presented with-
out empirical data to support them.

• Not many evaluations apply the sustainability criterion well, and fi ve re-
ports do not discuss it at all. Twenty out of  the thirty-four evaluations in 
the sample are rated as satisfactory. In many cases the analysis would 
have been more useful if  the concept of  sustainability had been more 
clearly defi ned (e.g. differentiating between organisa tional and fi nancial 
sustainability) and a more systematic approach to the assessment of  sus-
tainability had been taken. The reports present mostly subjective impres-
sions.

• The assessment of  relevance of  interventions is found to be more accu-
rate and ade quate with two thirds of  the sample considered satisfactory. 
As a minimum, evalua tions should discuss programme relevance in rela-
tion to needs and consider which alternative and more relevant interven-
tions would be possible. In most cases, however, relevance is assessed in 
relation to Sida’s and the respective partner country’s policies. A system-
atic discussion of  relevance with respect to the needs and priorities of  the 
target group is currently lacking.
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Question 3.  Do Sida evaluations contain a clear and consistent analysis 
of attribution and explain how and why the interventions 
contributed to results?

Very few evaluations contain a satisfactory analysis of  attribution and causal 
pat terns. Even if  they describe impact (which many do not even attempt, see 
q. 1 above) they follow the logical framework analysis that served as the basis 
for project planning. The evaluations present and analyse the indicators from 
the logical framework analysis, but they do not assess the social changes that 
produce or shape the context in which impact, sus taina bility and relevance 
can be assessed.

Question 4.  Do Sida evaluations have an appropriate design 
for impact evaluation? 

The choice of  design can be considered appropriate in the majority of  re-
ports (26 reports are rated in categories 4 to 6), but we were slightly less 
convinced about the data collection methods (28 reports in categories 3 to 5).

Most evaluations rely on a basic mix of  methods: open-ended interviews 
(94%) and document analysis (91%) are the most commonly used, sometimes 
combined with ad-hoc observations (35%). Few evaluations use focus group 
interviews (26%), structured interviews (21%) or surveys (15%). Standardised 
interviews and structured observations are rare (6% each). Every third evalu-
ation is found lacking in appro priate methods for answering the evaluation 
questions.

A majority of  the reports (85%) gathered data from only a purposive or 
purely ad hoc sample; the evaluators tended to rely on the literature and 
documents most easily available. The choice of  a sample is very important, 
but only two evaluation reports contain any discussion on which principles 
they applied and how the selection affected the fi ndings.

The most common designs are narrative analysis (65%) and case studies 
(35%). None of  the evaluations in the sample used experimental or quasi-
experimental designs. For one in fi ve evaluations the design was not consid-
ered satisfactory. Impact analysis would in many cases require stronger de-
signs to generate valid and reliable conclus ions. We have to conclude that the 
selection of  methods and sources of  data collection were not adequate.

Question 5.  Is the evaluation process in Sida evaluations well 
 documented and transparent, so that readers can make 
an independent assessment of validity and reliability?

Fewer than two thirds of  the evaluations (56%) contain an adequate section 
on methods and methodology and even fewer discuss validity and reliability 
(35%) or limitations of  the task (41%). Most of  the reports do not include 
their instruments for data collection or present data to support their conclu-
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sions. This means that, in many cases, the reader does not have a chance to 
make an independent assess ment of  the evaluation methodology.

There is a need for more and better empirical evidence and systematic use of  
such information in a majority of  the reports. Empirical data provided strong 
support for the conclusions in only 38% of  the reports. The analysis is not 
suffi ciently exhaustive in most of  the reports, and it is a weakness that most 
evaluations tend to use a narrative and descriptive form in the analysis with-
out linking into, or drawing upon, empirical evidence.

For an evaluation report to appear reliable we need to know how the data 
have been gathered. We did not fi nd suffi cient information in the reports on 
how indicators had been defi ned.

Question 6.  Do Sida evaluations include a valid and reliable analysis 
of the manage ment of interventions?

An analysis of  management aspects is not necessary or relevant to all evalu-
ations. Nonetheless, many of  the evaluations include a satisfactory analysis 
of  one or two dimensions of  management, while few contain a comprehen-
sive assessment of  implementation issues. Fewer than half  provide a satisfac-
tory analysis of  organisational structures, coordination and networks, and 
fewer still include a satisfactory analysis of  leader ship, planning and fi nancial 
management.

It is striking that leadership and governance issues are often left out or only 
margi nally discussed. A good analysis of  leadership and governance issues 
provides the reader with increased understanding, combining individual and 
systemic factors. Few evaluations have a specifi c reference to a gender dimen-
sion. 

Question 7.  Do Sida evaluations provide clear and focused 
 recommenda tions for speci fied target groups?

The majority of  evaluations have clear and consistent recommen dations 
(82%) that are derived from the analysis and conclusions (71%). As evalua-
tions are often meant to be used for decision-making, it is positive that most 
of  the reports were found to deliver practical recommendations that could be 
translated into decisions (74%) to clearly specifi ed groups of  actors (65%).

As many of  the evaluation reports do not have suffi cient evidence to sup port 
their fi ndings and conclusions (cf. above), however, the quality of  the 
recommenda tions derived from those must be considered to be questionable.
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Question 8.  Do Sida evaluations document interesting and useful 
lessons learned from the interventions that were evaluated?

“Learning” is one of  the main purposes of  evaluation. The “lessons learned” 
section in an evaluation report is meant to present new syntheses that are 
relevant to a wider audience than the immediate stakeholders. Lessons 
learned are supposed to generalise and extend the fi ndings from the inter-
vention under study, either by considering it as an example of  something 
more general or by connecting it to an ongoing discourse. This requires fa-
miliarity with both the international development debate and the discipline 
or sector under study, and it may not be possible or even necessary in all 
cases. The degree of  generalisation may also vary from case to case.

For all that, it is surprising that only 26% of  the evaluation reports contain a 
section on lessons learned, and it is a cause for concern that the sections that 
were available are so weak. Only four reports were found to make strong 
contributions to the understan ding and knowledge of  development coopera-
tion.

Sida evaluations are diverse: most are good in some respects and less good in 
others. Some of  the authors are quite skilled at building arguments and using 
their empirical data to support conclusions and recommendations, and oth-
ers are good at working with fi gures and tables to illustrate an issue and fa-
cilitate understanding and learning. Some evaluation reports have a relevant 
and reliable analysis but not much information on impact or sustainability 
and some have a good analysis of  implementation but little to say on achieve-
ments. 

Our conclusion is that there is defi nitely reason for concern regarding the 
quality of  Sida’s evaluations: a majority of  the reports were rated at below 
adequate perfor mance on presen ting empirical evidence, justifying method-
ological choices, arriving at conclusions regarding impact and effectiveness, 
and documenting lessons lear ned. Even though the majority of  the reports 
was satisfactory in most respects, most were far from excellent, and there 
were not many that would be classifi ed as very good on the majority of  qual-
ity attributes. As the average cost of  the eva luations was 780,000 SEK, this 
represents a signifi cant waste of  resources. There are therefore good reasons 
to try to improve evaluation quality.

6.2  Why are there Quality Problems 
with Evaluations?

There is a limit to how much we can say about possible improvement on the 
basis of  evidence from this report. While we conclude that evaluations need 
to be improved, we are less certain about what to recommend and which 
initiatives will be most important and effective. The following discussion is 
not based on evidence from our analyses, but is a more open and tentative 
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synthesis of  observations and other people’s fi ndings. It is meant as an epilo-
gue to the report and as an introduction to future research on the subject of  
quality.

This study has helped us to understand what the quality problems are that 
pertain to eva luation reports, but not what causes them. We have ana lysed 
the relationship between costs and quality in the reports as well as team 
composi tion (cf. Annex 2), but we have not looked at the processes of  select-
ing consultants or interviewed evaluators or those who commissioned the 
reports and were the end-users8. We have not looked at how and why spe-
cifi c evaluations are proposed and carried out or at the whole process of  
preparing TOR. We also lack information on the extent to which the evalu-
ation reports were useful and how they were actually used. For many evalua-
tors, usefulness is not a suffi cient value criterion: evaluation fi ndings should 
be useful, but the decisive quality criterion is their actual use. Others are 
satisfi ed with less, and argue that usefulness is enough and that actual use is 
the practi tio ners’ rather than the evaluator’s responsibility. There is no 
systema tic analy sis of  all the possible causes of  the weaknesses iden tifi ed in 
our report. Further research may provide additional insights into other as-
pects of  quality.

Explanations for inadequate evaluations can easily be found. The threat to 
evaluation quality can be caused by pervasive, bad practice by individual 
evaluators. Unlike other professions, evaluation does not have an accredita-
tion sys tem. Anyone can call himself  or herself  an evaluator and bid for 
evaluation contracts. Purchasers of  evaluations may also lack the expertise to 
distinguish professional evaluators from well-intentioned amateurs or charla-
tans. Those who commission evalua tions may lack the skills to determine 
whether or not evaluation products constitute good work. This immediately 
make evaluators and Sida staff  easy targets for criticism.

We believe, however, that it is all too easy to put the entire blame for low 
evaluation quality on just the evaluators or individual commissioning desk 
offi cers, as they do play a signifi cant role in all evaluation processes.  There is 
obviously a broad range of  factors determining evalua tion quality at all levels 
of  the evaluation system – from the individual evaluator to Sida’s evaluation 
system, as well as weak external demand for high-quality evaluative informa-
tion. Some possible explanations for the quality problem might be:

• problems in the way evaluations are initiated and the formulation of  
TOR;

• weak capacity among Sida desk offi cers to provide technical support to 
the evaluation pro cess;

8 Sida has commissioned two reports on these subjects: Using the Evaluation Tool – A Survey of Conventional 
Wisdom and Common Practice at Sida by Jerker Carlsson, Kim Forss, Karin Metell, Lisa Segnestam and 
Tove Stromberg, published in Sida Studies in Evaluation 97/1; and Are Evaluations Useful? – Cases from 
Swedish Development Cooperation by Jerker Carlsson, Maria Eriksson-Baaz, Ann Marie Fallenius and Eva 
Lövgren, published in Sida Studies in Evaluation 99/1.
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• a limited number of  qualifi ed consultants, and missing skills and capaci-
ties among the evaluators with which Sida works, which might refl ect a 
lack of  competition and little variety among consultants; 

• bias, as many of  those who evaluate also plan and implement inter-
ventions;

• insuffi cient professional development in the fi eld of  evaluation in Sweden 
– few courses and other training opportunities;

• poor incentives to carry out good monitoring and evaluation – both with-
in Sida and the Swedish embassies, and for evaluators;

• a weak quality assurance systems at Sida;

• a low level of  genuine demand for evaluations by Sida and the Swedish 
embassies. 

In other words, there are several possible explanations at various levels. For 
reasons of  simplicity, we suggest grouping them into three levels:
1. the evaluation report and the evaluation process
2. the evaluation system at Sida and the management of  evaluations
3. the external demand for and utilisation of  evaluations

In order to improve the quality of  evaluations, all three levels need to be ad-
dressed and the quality assurance approaches adapted to each level. It is easy 
to suggest practical and immediate solutions on the fi rst two levels, but diffi -
cult to change what is happening in the con text of  an evaluation, demand 
and utilisation.

6.3  How can the Quality of Evaluations 
be Improved?

Sida’s evaluation system is well established, but the quality assurance mecha-
nisms are still embryonic. The same seems to be true of  several other agen-
cies. There is clearly growing concern about the quality of  evaluations, 
though little has been done about it in terms of  concrete analyses of  evalua-
tive information – and even less about fi nding the most effective approaches 
to quality assurance and improve ment.

This report has presented a multi-faceted picture of  the quality problem but 
it does not have a straightforward recommendation on the approach to take 
to im prove the quality of  evaluation. There are quality issues at different 
levels, and multi ple strate gies are required to improve and strengthen quality. 
We suggest that future work and efforts to improve evaluation quality be 
concentrated as follows:

• efforts to improve the quality of  individual reports produced by external 
evaluators;
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• efforts to assure the quality of  the evaluation system; and

• efforts to infl uence the demand for and utilisation of  evaluations.

Each level will require different approaches.

6.3.1 Level one: Improving the reports

The fi rst and most basic level comprises the inherent qualities of  the evalua-
tions, which have been the focus of  this report. A system for quality improve-
ment and/or assurance to detect and address weaknesses in design, imple-
mentation and utilisation is required at Sida. A set of  guidelines and stand-
ards to guide quality assess ment is also required.

Setting guidelines and standards is a common way of  enhancing quality. 
Guidelines and standards are developed and in sti tutionalised by professional 
evaluation asso ciations such as the European Evalua tion Society, the Ameri-
can and Canadian evaluation societies, etc. Central agencies responsible for 
over seeing evaluations and legislative audit offi ces in the public sector also 
develop and adopt guide lines and standards.

We see more potential in formative approaches however. Advisory commit-
tees can be used during the conduct of  evaluations to enhance their quality, 
while design issues need to be resolved during the inception phase, by Sida as 
well as between Sida and the consultants. For the implementation process, a 
formative system for evaluation quality assurance could be set up using either 
internal evaluators, line managers at Sida, external evaluators or experts in 
the fi elds covered in the reports. The quality assessments would then take 
place during the evaluation process – assessments of  interim and draft re-
ports – in order to produce ongoing feedback and improvement. The fi nal 
report could also be assessed in order to produce feedback for the evaluators 
and Sida. Such strategies are already being used, to some extent, as reference 
groups are often appointed for evaluations.

Internal data quality control practices can also be applied. Such formative 
tasks can be carried out by internal Sida staff  or external personnel, but it is 
important that they have the appropriate skills and background. Quality of-
ten depends on details, and experienced professionals are there fore needed 
to detect the “killer” details. To ensure follow-up and utilisation of  advice, 
the quality assurance team may also be allowed to enforce sanctions if  its 
guidance is not followed. The challenge would be to design a system for 
strengthened self-evaluation and refl exivity during the evalua tive process, us-
ing internal and external resources.

6.3.2 Level two: Improving the evaluation system

Reports are produced by an evaluation system with a range of  attributes that 
have an impact on evaluation quality. At the next level, the focus is therefore 
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on the characteristics of  the evaluation system at Sida, including the guide-
lines and procedures for preparing and producing evaluation reports, as well 
as the evaluation process, managed in the Secretariat for Evaluation (UTV) 
or any given depart ment.

The aim is to improve and strengthen the quality and credibility of  the eval-
uation system as a whole and build up evalua tion capacity among the staff  
and in Sida’s departments. At this level, the important thing is to concentrate 
on those variables or system properties that have the most direct bearing on 
evaluation quality, e.g. the preparation of  TOR, the expertise of  those com-
missioning evaluations, the clarity and relevance of  evaluation guide lines 
and manuals, etc.

While the fi rst level is concerned with the quality of  individual evaluation 
reports, the attention now moves to the system within which the evaluation 
process occurs. At this level there is a need to assess and strengthen the sys-
tem and to develop system-level instruments for quality assurance. Some of  
the key issues for concern are:

• Integration of  evaluation into overall planning and management

• Securing suffi cient resources for evaluation – both fi nancial and human

• Mechanisms for quality assurance of  evaluation

• Utilisation and communication of  evaluation results

It has become increasingly common to examine systems and procedures for 
enhan cing the quality of  evaluative information. Some years ago, the Swed-
ish Agency for University Affairs scrutinised the evaluation systems of  Swed-
ish universities and institutes of  technology instead of  directly assessing 
teaching and research. In many countries, audit offi ces have reviewed the 
production of  evaluations in their juris dictions. Some inter national organisa-
tions seek certifi cation through a process such as the one set out by the Inter-
national Standards Organization (ISO standards). Such certifi cation is be-
lieved to provide a level of  quality assurance of  the organisa tion’s products, 
including evaluative information.

6.3.3  Level three: Improving the demand for 
and utilisation of evaluations

Evaluations also respond to external needs and demands – politicians, poli-
cy-makers and project managers are all stakeholders and users of  evalua-
tions. They require relevant evaluation information at a time and in a way 
that is in line with their needs. For them quality is linked to inherent charac-
teristics of  the evalua tion report, but more broadly it is linked to the per-
ceived relevance of  the evaluation. It is not enough for an evaluation to meet 
internal quality criteria pertaining to the report itself. A good evaluation 
needs to come at the “right” time for the stake holders and address issues that 
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are on the agenda and need to be resolved. Here, it is the added value of  the 
evaluation system as a whole that is being considered. Indirectly, it may en-
sure that the other two levels of  quality assu rance remain user oriented.

Relevant questions:

• Are accurate, timely and reliable evaluation reports produced?

• Does the information refl ect the concerns of  the various stakeholders?

• To what extent are evaluations utilised? Do fi ndings feed into policy dis-
cussions and decisions? Are recommendations refl ected in the planning 
processes of  pro gram mes and projects?

• Do evaluations and the evaluation system contribute to strengthening the 
demand for further evaluations?

It could be argued that such questions belong to the second level with regard 
system improvements. In practice they do, but we would like to make an 
analytical distinction between the two since the third level brings in the ex-
ternal perspective of  the users of  evaluations. While it is much easier to work 
on systems for improving individual evaluation reports than to make an im-
pact on the demand for and utilisation of  eva lua tions from a long-term per-
spective, the latter is probably the more important.

6.4 Direction of Future Studies
In this report we have defi ned quality, identifi ed aspects of  quality and as-
sessed the quality of  a number of  evaluation reports. It is important to keep 
the debate on quality going and to engage as many actors as possible. In 
particular, Sida needs to engage the consultants who have been commis-
sioned and the people who commission them in an ongoing discussion on 
evaluation quality. The challenge is to fi nd innovative ways to generate, de-
velop and sustain an interest in the quality of  eva luation.

At its core, quality is a very practical thing. It can be specifi ed and discussed. 
Most people have opinions on the quality of  evaluations. When people at 
Sida read an evaluation report, they immediately form an opinion of  wheth-
er it is good or bad. They might not have a list of  criteria such as the one we 
have developed, but many of  our criteria would be part of  the common sense 
approach of  readers of  evaluation reports. The challenge is to give these 
“common-sense assessments” depth and signi fi cance.

Utility and actual use are two related criteria that normally rank high on a 
list of  what makes evaluation “good” or “bad” (= useless). Sida spends mon-
ey on evaluation, not only to gather useful information, but also so that the 
information can be put to practical use. Whether and how evaluative infor-
mation can be used, however, is closely connected to other quality aspects, 
such as the accuracy of  fi ndings. Against this back ground of  knowledge 
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about quality, it should be possible to undertake more work on the use of  
evaluations and other sources of  evaluative knowledge in the management 
of  development cooperation. The issues of  utility and use, for instance, con-
tinue to pose challenges, including what should be meant by “use” and which 
factors facilitate and limit use. Another issue that deserves further study is 
when and how use is triggered by the evaluation processes that precede the 
fi nal reports. The topic of  process use requires further research.
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Annex 1 Assessment Format: 
Indicators of Aspects of 
 Quality in Evaluation Reports

1. Assessment of Methodological Choices

1 2 3 4 5 6 ND NR

TOR & Evaluation Questions
Are the terms of reference 
clear and focused?

Does the evaluation 
 interpret and focus the 
task as defined in the 
terms of reference?

Is the basic question 
 clearly stated in a 
specific section?

Can the informed reader 
arrive at an understanding 
of the basic question?

Description of methods
Is there a section that 
describes the method-
ological choices fully?

Is there a discussion of 
threats to reliability and 
validity?

Can the reader make an 
independent assessment 
of the evaluation methods?

Is there a clear statement 
of limitations to the 
 evaluation?

Design and data collection methods
Is the design of the evalua-
tion appropriate, given 
constraints of budget, 
timing, preparatory work?

Is the design explained 
and assessed?
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Are the data collection 
methods chosen appropri-
ate to answer the evalua-
tion questions?

Is there a relevant and 
adequate selection of 
sources of data?

Does the choice of data 
collection methods suggest 
that the evaluation will get 
reliable and valid data?

Instruments
Are the instruments for 
data collection well de-
signed?

Are indicators appropriate?

Are benchmarks fair and 
relevant?

Are rating scales well 
designed?

Comments:

2.  The Evaluation’s Analysis and Assessment 
of the Intervention

1 2 3 4 5 6 ND NR

Analytical content
Does the evaluation 
present empirical material 
in the report?

Is the analysis relating to 
the evaluation questions 
exhaustive and complete?

Are findings and conclu-
sions supported by the 
data?

Analysis of management
Is there a trustworthy 
analysis of leadership and 
governance?

Is there a trustworthy 
analysis of planning?
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Is there a trustworthy 
analysis of financial man-
agement

Is there a trustworthy 
analysis of coordination?

Is there a trustworthy 
analysis of networks and 
linkages?

Is there a trustworthy 
analysis of organisational 
structures? 

Analysis of achievements
Is there an accurate 
 assessment of efficiency?

Is there an accurate as-
sessment of effectiveness?

Is there an accurate 
 assessment of impact?

Is there an accurate as-
sessment of sustainability?

Is there an accurate 
 assessment of relevance?

Is there a trustworthy 
discussion of causal 
 patterns?

Comments:
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3 Conclusions and Recommendations

1 2 3 4 5 6 ND NR

Does the evaluation re-
spond to the questions in 
the terms of reference?

Are the conclusions in the 
evaluation clear and 
 consistent?

Do the recommendations 
follow from the analysis
and conclusions?

Are the recommendations 
practical, can they be 
 translated into decisions?

Are there recommenda-
tions for clearly specified 
groups of actors?

Are there relevant and for 
an informed audience 
 interesting lessons learned 
in a specific section?

Can an informed reader 
identify and make sense of 
lessons learned through 
the intervention?

Has the evaluation added 
to a general understanding 
of development co-
operation?

Comments:

Key to ratings

6 – excellent

5 – adequate

4 – minimally adequate

3 – not quite adequate

2 – significant problems

1 – very poor (or not done at all)

ND – not done

NR – not requested

na – not applicable
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Annex 3 Presentation: 
 Structure and Style

1. Introduction
The presentation of  an evaluation report may seem less important than its 
content. Indeed, this seems to be the general opinion of  the evaluation teams 
whose fi nal written reports we have analysed, as this is probably the weakest 
aspect of  their quality. The evaluation teams could have done a better job in 
this respect. That they did not probably refl ects that they did not think it was 
important. When it came to using scarce resources, priority went to data-
gathering and analysis, and content, whereas the effort that could have gone 
into organising the material into a clear and logical structure and presenting 
an attractive and reader-friendly report was not considered worthwhile.

By and large, it is probably better to devote time and attention to content 
rather than to form. Still, it would take very little to improve the reports dra-
matically, and with that improvement the reports would be more useful. A 
coherent and well-developed structure certainly facilitates reading and com-
prehension, and as most decision-makers want to access information swiftly, 
a structure that allows for selective and quick reading will increase the chanc-
es that a report gets used. Appealing metaphors and clear, unambiguous 
words and sentences help to arouse curiosity about and convey the contents 
of  the report.

The form of  the report, its deep logical structure and its linguistic surface, 
contains different quality aspects that should each be assessed in their own 
right. It is about choosing a title, developing a structure for the text, devising 
illustrations, fi gures and tables to facilitate understanding, using a language 
that is frank, impartial, varied and interesting to read, and, of  course, free 
from spelling and grammatical mistakes. A report that has these qualities is 
easier to read and understand, and more usable.

Before turning to the analysis of  structure and style, we have to inform the 
reader that this is probably the most unreliable part of  our study. It is more 
subjective than any of  the other parts and one where we often had very dif-
ferent opinions initially. For example, a certain title might sound interesting 
to one person, whereas another might think that a catchy phrase, a play on 
words, is merely gloss and something that undermines the serious image that 
the evaluation should convey. Table 14 provides an overall picture of  how we 
have assessed the structure and style of  the presentation of  evaluation fi nd-
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ings. The number of  things that were not done is high when it comes to 
“helping the reader along”, for example with illustrations, fi gures, tables and 
diagrams. Few reports are properly referenced. 

There are things that look quite good. Most reports are free from grammati-
cal and spelling errors. They are mostly frank and address critical issues head 
on; only 4 out of  the 34 seem to fail in this respect. Few have really good ti-
tles, but most titles are satisfactory. The same holds for structure, use of  chap-
ter headings, etc. But very few evaluation teams appear to have tried to de-
velop their presentation in innovative ways. What we see is mostly good 
handicraft, but with little developmental thinking to it, little concern for how 
to attract and keep a reader, and few tricks of  rhetoric to keep the audience 
interested. In this annex we discuss the details of  structure and style and 
provide some examples of  good practice.

Table 14. Overall Assessment of Structure and Style

Questions asked about the 
Sida final evaluation reports

1 2 3 4 5 6 NA Total

Does the title of the report 
reflect the contents of the 
evaluation and is it well 
chosen?

0 0 2 15 14 3 0 34

Is there a clear and ad-
equate executive summary?

2 0 3 10 16 3 0 34

Is there a clear and logical 
structure to the chapters of 
the report and to the report 
as a whole?

0 6 4 10 13 1 0 34

Is there a sufficient level of 
sub-headings to facilitate 
reading and understanding?

0 4 2 9 18 1 0 34

Are the headings accurate 
and do they reflect the 
content?

0 2 3 14 14 1 0 34

Is the text appropriately 
divided into sections and 
paragraphs?

0 3 3 11 16 1 0 34

Are illustrations and figures 
used to facilitate reading 
and understanding?

17 6 3 6 2 0 0 34

Are tables, boxes and 
models well designed, clear 
and accurate?

4 5 6 10 9 0 0 34

Does the report make use 
of references and is it 
appropriately referenced?

4 5 6 13 4 2 0 34

Are annexes well 
structured and readable?

0 4 5 11 10 4 0 34
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Is the report free from 
grammatical and spelling 
errors?

0 1 2 10 19 2 0 34

Is the language of the 
report precise, varied and 
interesting, and free from 
jargon?

0 5 5 11 10 3 0 34

Is the report frank; does it 
address issues squarely 
and head on?

1 0 3 6 21 3 0 34

Is the report written impar-
tially and does it apply 
different perspectives to 
the issues considered?

0 1 3 11 15 4 0 34

Have the authors devel-
oped the report in creative 
and innovative ways?

1 4 9 14 6 0 0 34

Key to ratings: 1 – no, very poorly done (or not done at all), 2 – no, significant problems, 
3 – not quite adequate, 4 – yes, it can pass, 5 – yes, quite good, 6 – yes excellent, very 
well done, NA – not applicable, the question was irrelevant to that evaluation, or the issue 
could not be assessed because of lack of information

Source: The authors’ assessment of 34 evaluation reports

2. Titles that are Informative and Generate Interest
As table 14 shows, only two out of  our 34 reports chose a title which we be-
lieve was not particularly good. The majority of  titles were satisfactory, and 
quite a few were very good. Three titles were deemed outstanding. When we 
did the assessment, we looked for several subcomponents of  what makes a 
title good. First, it should of  course tell the reader what is in the report. It 
should be informative. That is where most of  the reports do well; they usually 
take the name of  the activity that is being evaluated and put that as a title. So 
an evaluation report could be called “Zimbabwe National Network of  Peo-
ple Living with HIV/AIDS”, or “Partnership Evaluation of  Forum Syd 
2001–2003”. In both cases, the title is informative.

There is a difference between the two examples, the second says it is an 
evaluation, the fi rst does not. By and large, we think it is better if  the title says 
it is an evaluation. It does not necessarily have to use the word evaluation, it 
could for example say that it is an assessment or an impact study, a search for 
results, an analysis of  implementation, or something similar. That should set 
it apart from a project document, a feasibility study, or some other document. 
However, as all the evaluations are published in the Sida series of  evaluation 
reports it is obvious that they are regarded as evaluations and so it may not 
be necessary to have the word in the title.
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The second criterion of  a good title is that it should sound exciting. Perhaps it 
could do so by provoking thoughts, or having some sense of  drama. The box 
below contains the three titles that we ranked as best in our sample; the fi rst 
one in particular conveys a sense of  imminence and a sense of  “now”, almost 
like a good newspaper headline. It could attract readers who would not oth-
erwise be immediately interested in the project as such.

Box 19. Examples: Good Titles of Evaluation Reports

“Performing Arts under Siege:
Evaluation of Swedish Support to Performing Arts in Palestine 1996–2003”

“Three Decades of Swedish Support to the Tanzanian Forest Sector: Evaluation of the 
period 1969–2002”

“Sida’s Work with Culture and Media”

Of  course people have different opinions on what makes a good title. Most 
of  the evaluation reports in our sample simply give the name of  the subject 
being evaluated but there are a number of  other titles like the examples pro-
vided in box 19. There are probably different opinions on these. Some are 
quite obscure and give the reader no clue at all what the report is about, nor 
even that it is an evaluation. Others are fun and may thus attract some inter-
est from people browsing the databases.

Surprisingly few of  the evaluations make use of  the possibility of  having a 
title and a subtitle. This is a useful device for combining being informative with 
being a bit more popular and thought-provoking. The title above, “Perform-
ing Arts under Siege”, is really a very good example. It has both a short and 
“attention-grabbing” main title and an informative subtitle, saying what is 
evaluated, and where and when. An evaluation report title could hardly be 
better, but for one detail: the words performing arts are repeated, fi rst in the 
main title and then in the subtitle. That could have been avoided.

The two fi rst titles in box 20 could have had subtitles that provided a bit more 
informa tion on what you might expect to fi nd in the reports. It would hope-
fully not have scared potential readers away. Whether the catchy phrase ap-
pears in the title or in the subtitle does not matter so much, it could work ei-
ther way. But it is probably more common to have the vague and more 
thought-provoking statement fi rst, as in the third and fourth examples in box 
20, and then to provide the information in the subtitle.
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Box 20. Titles where the authors have been innovative

“Completion of a Success Story or an Opportunity Lost?”

“Innovations Wasted or Wastelands Reclaimed?”

“Turning Policy into Practice: Sida’s Implementation of the Swedish HIV/AIDS Strategy”

“Donorship, Ownership and Partnership: 
Issues Arising from Four Studies of Donor-Recipient Relations”

The list of  report titles also suggests some ways that titles should not be writ-
ten. First, it should be possible to say the title out loud and understand what 
it means. Second, the title should not contain acronyms that are not com-
monly known and it should not contain abbreviations. Third, as the titles 
should be short, they must not be repetitive.

Producing a reasonably good title is relatively easy, and those evaluations that 
were given ratings of  three and four in table 14 could easily have been im-
proved if  the authors had thought about it. Still, what is a good title is also a 
matter of  taste, as not everybody would like or be attracted by titles such as 
those in box 20. The evaluators must choose the title with their specifi c cli-
ents and potential readers in mind, and perhaps the titles that we rated as just 
satisfactory are exactly what the clients wanted.

Almost all the reports have an executive summary, and there has been a sig-
nifi cant improvement in this aspect of  quality over the past decade. A 1997 
study of  Sida’s evaluation system (Forss and Carlsson, 1997) found that 25% 
of  a total of  277 reports did not contain an executive summary (or a sum-
mary under some other name). In our sample, 2 reports out of  34 do not have 
a summary, and in one case this is because the evaluation is part of  a synthe-
sis study which contains the executive summary. So it is only 1 report out of  
34 that did not use the opportunity to provide inputs for decision-makers.

The authors of  the evaluations seem to have different views on the size of  a 
summary; some make the summaries short and others make them rather long, 
at more than fi ve pages. There are those who argue that an executive sum-
mary should not be longer than one page. Perhaps that would be possible for 
a 20-page report. But if  the substance of  the evaluation runs to some 100 
pages, it would be very hard to provide a meaningful summary in one page. 
The size of  the summary should be seen in relation to the length and content 
of  the text itself. Our own preference is for summaries that can be read very 
quickly, and thus a text of  more than 2 to 3 pages would most of  the time be 
too much.

The authors also seem to have different views on the contents of  a summary. 
Quite a few see the summary as a brief  presentation of  conclusions and rec-
ommendations. Several choose to present all their recommendations in the 
summary. In our view this is a mistake. A good executive summary should 
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contain a condensed description of  all the major sections of  the report: back-
ground to the object being evaluated, evaluation purpose and questions, de-
sign, methods, data, conclusions and recommendations. It should be a sum-
mary of  recommendations, outlining the strategic thrust. It should not be a de-
tailed description of  each and every recommendation and lesson learned.

Many people start by skimming an executive summary, and a large propor-
tion of  these may not read much more. But a well-written executive sum-
mary could attract some to read more and thus to learn more about what is 
in the full report. Much as the executive summary should provide accurate 
and concise information to the reader who is pressed for time, it should also 
encourage others to read more. It should stimulate interest in the issues ad-
dressed in the evaluation – just as the title should. For this reason, it is espe-
cially important that executive summaries be well written.

Most of  the executive summaries of  our 34 reports consist of  straight text, 
divided into paragraphs. It seems as if  there is some kind of  a taboo on using 
presentational devices to facilitate reading and understanding such as head-
ings for paragraphs, bullet points, lists, boxes and tables. Perhaps evaluators 
think that as the executive summary is so short anyway, there is no need to 
facilitate the reading further. However, precisely because the audience would 
be readers who are short of  time and who should be helped to grasp the 
subject very quickly, it is essential to use all available means to achieve this. It 
is not enough that an executive summary is brief  and well written; it should 
also – where possible – use other stylistic devices to communicate to the reader.

There were four executive summaries to choose from among those rated as 
“excellent”, and they share the same characteristic: they are brief, at 2–3 
pages. It is interesting to note that there is a relationship between the length 
of  the text and the length of  the summary. There was a good 2-page sum-
mary of  a text of  20 pages, another 2-page summary of  a text of  25 pages, a 
3-page summary of  a text of  60 pages, and a 7-page summary of  a text of  
102 pages. These could be taken as benchmarks of  how to produce an ex-
ecutive summary. The one we choose to present here is a good example also 
because:

• It uses sub-headings to present its main fi ndings

• It summarises major achievements comprehensively in table form

• There is a summary of  both lessons learned and recommendations, but 
these are set out more fully in the main text

• There is an overview of  the evaluated intervention and its logic

• The reasons for the evaluation are laid out, as is the way in which the 
evaluators worked.



104104

3. Headings, Sub-headings and Paragraphs 
A fi nal written evaluation report will be far more useful if  it is possible to fol-
low a logical development of  an argument. This requires the authors to 
present their material in a clear sequence, which can be done in many differ-
ent ways. Sometimes it is useful to start with the overall conclusions regard-
ing the impact of  the evaluated activities, and to then work backwards to 
explain how and why the impact came about. At other times it is more effec-
tive to start with a review and analysis of  activities, and then conclude with 
their results. This is a matter of  choice and what is best will depend both on 
the content of  the report, the readers and their context, and the way the 
authors develop the story.

The linear sequence to the presentation is one aspect of  structure and the 
other relates to the conceptual hierarchies. Some aspects of  the evaluation 
report are more general than others, and some subjects should be treated as 
subcategories. So for example, management is a rather broad category of  
activities, as is implementation. In most analytical schemes, other activities 
such as leadership, planning, coordination and network building would be 
concepts that are subcategories of  the more general term “management”. It 
is important that an evaluation report refl ect the conceptual hierarchies ac-
curately, as readers can otherwise get confused by the messages and lose their 
way amongst the data and the fi ndings. 

Both the linear sequence of  an argument and the conceptual hierarchies 
used are expressed in text, but highlighted through the choice of  headings – 
at the level of  chapters and subchapters. One of  the fi rst things a reader sees 
is the table of  contents. Personally we always look at that fi rst, and if  the table 
of  contents gives a good overview of  the report we are usually keener to read 
the whole text. We can also choose what sections to focus on, and perhaps 
which ones to skip. If  the report is relatively short, it is very good if  the table 
of  contents can fi t on one page. If  the text is longer, it may be necessary to 
have more chapters and subchapters and hence a longer table of  contents. 
But if  the table of  contents is longer than three pages it will not be a helpful 
tool for the overview.

Box 21 shows an example of  a very good report structure. What is it that 
makes it so good? Let us try to summarise the best features:

• It fi ts on one page and gives a good overview of  quite a complex evalua-
tion topic

• There is a logical progression from description, to assessment, lessons 
learned, conclusions and recommendations

• There is one major section on management issues and another on results, 
with a clear distinction between them but also a connection in the con-
cluding chapters

• It uses a suffi cient number of  headings and sub-headings to give an over-
view of  content
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• It uses mainly two heading levels, but in some cases three

• When three levels are used, there is only a small number of  headings

• There is symmetry to the presentation and chapters are more or less of  
equal length, except for the chapters where most of  the empirical mate-
rial is found

• Note that there are between 3 and 6 sub-headings in each chapter, which 
conveys a sense of  balance and serves as an overview of  the chapter.

Box 21. Good Example: Clear and Logical Structure of an Evaluation Report

Source: Sida Evaluation 03/12. Three Decades of Swedish Support to the Tanzanian 

Forestry Sector: Evaluation of the Period 1969 – 2002.
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By and large, this is an example of  how a very complex subject, three dec-
ades of  support to the forestry sector in Tanzania, is made clearly under-
standable to a broad audience. The structure helps the reader fi nd what is 
interesting and enables them to see a logical progression of  cooperation lead-
ing to results and then onwards to the future. Regrettably, it is more common 
that something relatively simple is made complex by the lack of  structure in 
an evaluation report. So what are the most common mistakes? Well, often 
they are exactly the opposite of  what we saw in box 21. 

There are either too few or too many chapters. Some evaluation reports di-
vide the text into 15 chapters or more for a text of  30 to 40 pages, and others 
use 3 chapters for the same amount of  text. In neither case does this simplify 
or facilitate matters for the reader. In some cases we have seen chapters that 
are no more than a quarter of  a page, followed by chapters of  15 or 20 
pages. If  there is no more to be said on a subject than what fi ts on half  a page 
this should not be a chapter in its own right but a section of  another chapter. 

In Sweden we are used to writing in paragraphs that are distinctly separate, 
as we do here. It is also possible to have paragraphs that are not separated, 
but where the next paragraph starts a bit further in. Some say that this pro-
vides for smoother reading, whereas the practice we use here automatically 
gives a staccato rhythm to the text. Be that as it may, both ways can be used 
and seem to work in evaluation reports. 

Box 22. Example: Text Format with Numbered Paragraphs

3.8 This evaluation and the judgements articulated in it are to be understood 
against this complex Project background. Specifically, the processes involved 
in the three components – decentralisation, poverty reduction, strategic 
advice, capacity-building, sustainability, empowerment, civil society,  coordina-
tion, action learning – are abstract concepts open to a wide variety of interpre-
tations and understanding.

3.9 As experience consistently demonstrates, institutional change is a supremely 
problematic, long-term process. Decentralisation, with all its claimed potential 
benefits, is perhaps the most challenging type of institutional change. This is 
because it inevitably involves changes in the hierarchical location of the two 
most fundamental elements of any organisation: power and control.

3.10 Decentralisation of authority is ‘safe’ for the stakeholders while it remains a 
concept confined to the pages of reports and recommendations. Opposition – 
overt and covert – inevitably appears when decision-making authority is about 
to be transferred down the hierarchy, i.e. delegated. ……..

Source: Sida Evaluation 04/33. Swedish Support to Decentralisation Reform in Rwanda.

Some of  the reports had British authors, and in their stylistic tradition it is 
common to number paragraphs. There is an example in the text below. The 
numbers are used instead of  sub-headings, and the reports have page after 
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page of  numbered paragraphs but very little other variation. This defi nitely 
interrupts the reading and forces the author to make one statement at a time 
rather than developing a coherent text. It does have the advantage that it is 
easy to discuss the text and direct attention to its different parts, but other-
wise it is a very cumbersome form of  writing.

There should be a sense of  symmetry to paragraphs as well. Some authors use 
paragraphs that consist of  no more than one or two lines and this interrupts 
reading and makes the reports unnecessarily long. Others never end their par-
agraphs, letting them run over a full page. There are a few who mix exces-
sively long paragraphs with paragraphs with a sentence or two across the same 
number of  lines. Both structures make a text diffi cult to read and comprehend.

The choice of  headings and sub-headings should both denote what the con-
tent is and emphasise the structure of  the story being told. Needless to say, 
the choice of  words should be made with the readers in mind. There should 
never be abbreviations in headings, and jargon and technical terms should 
be avoided. Here evaluation reports face a dilemma as many readers belong 
to “aid bureaucracy”. For us (we are probably part of  that environment) it is 
common to speak in terms of  impact, sustainability, and different manage-
ment terms, and to use these as headings. But for many others, the real world 
is talked about using other words. Sustainability may be about how to get 
money, what to sell, how to get and maintain political support, etc.

The headings and sub-headings shown in box 21 are good examples of  how 
a balance can be worked out between the demands of  a profession and the 
common sense of  most readers, with an added twist regarding the forestry 
sector. Who would not be amused by the choice of  sub-headings in chapter 
3, describing the evolution of  forestry cooperation in terms of  seeds, sapling, 
branches and pruning? Quite clever!

4. Using Illustrations, Figures, Tables and Boxes
There is a distinction between on the one hand the use of  illustrations and 
fi gures, and on the other hand the use of  tables and boxes. They all serve to 
present empirical and theoretical material and to make complex issues more 
easily understandable; pictures may both illustrate fi ndings and in various 
ways amuse or stimulate the interest of  the reader. It takes more creativity to 
use pictures and fi gures, but they make a report more digestible and fun to 
read.

It is surprising that so few evaluations use illustrations, and some only do so 
in a rather haphazard way – with no obvious connection to the text or the 
object being evaluated. There is one exception, and that is the Sida Evalua-
tion 04/32 “Environmental Remedia tion at Paddock Tailings Area, Gra-
canica, Kosovo”. The authors use photos to illus trate solutions to the envi-
ronmental problem described in the report.
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A fi gure can be a useful way to illustrate the intervention theory behind an 
aid effort, to show causal patterns, stakeholder infl uences, management 
structures, networks and coordination, etc. A fi gure can say more than a 
thousand words – well, almost, at times. Again, very few of  the evaluation 
reports use fi gures. Those that do gain a lot in clarity of  presentation and in 
helping readers visualise the processes they are describing.

There is a good example in Sida Evaluation 02/35 “Implementation of  the 
1999–2003 Country Strategy for Swedish Development Cooperation with 
Vietnam”, which is reprinted, with some modifi cations to fi t our format, be-
low. The fi gure (box 23, following page) can be considered a good example 
because it: 

• makes a complex process simple and understandable

• describes the sequence of  events clearly

• clarifi es the concepts that are used later in the report and connects them 
with each other

• shows the progression of  time and how long the processes really take.

Tables, boxes and shaded areas are more common than fi gures in the re-
ports. Authors who present empirical data from questionnaires normally use 
tables, and it is also common to use tables when fi nancial data are presented 
and analysed. We found relatively few examples of  excellent use of  tables. It 
is an art to design good tables but few have learnt to master it. There are two 
aspects to consider. The fi rst is concerned with making the table easily read-
able by having suffi cient space in cells, and using clear fonts and varied styles 
between different forms of  entries. The second concerns formalities that 
should be right; the source of  data should be indicated, the size of  popula-
tion and sample should be provided, and the totals should be added up cor-
rectly and “no-responses” or drop-outs should be clearly identifi ed.

Box 24 below reproduces two tables from Sida Evaluation 03/35 “Sida’s 
Support to the University Eduardo Mondlane, Mozambique”. We feel they 
are good examples of  tables, and could be presented as good practice. Why?

• They have clear titles that are put above the tables so that it is immedi-
ately possible to recognise what the table is about.

• The design is not overcrowded with information, but the data are de-
tailed enough to provide an overview of  the subject.

• The column headings are in bold type, which identifi es the nature of  the 
columns clearly.

• There are rows and columns for the total fi gures in both tables.

• Table 8 shows how a column can be subdivided into three levels, without 
confusing the reader. It brings out relevant distinctions, and it is particu-
larly good that it shows how to easily present gender-disaggregated data.
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• A table should have information on the data sources. Table 4 has that 
information but not Table 8 (it is in the text, but should be in direct con-
nection to the table also). 

Many of  the reports put tables and diagrams in annexes. When the material 
to be presented is rather extensive this could be a good idea. However, the 
main purpose of  tables and fi gures is to economise on space and to make 
complex issues more easily understandable. So, if  the table fulfi ls its purpose, 
it would be better to have it in the main text. Annexes should be used for 
parts of  the evaluation that are not of  immediate and obvious interest, for 
things of  secondary importance, or for things of  specialist interest.

There are many guidelines available on how to present data in fi gures, tables 
and visual presentations (see for example Torres, Preskill and Piontek (1996) 
for a handy and practical guide). Some of  these (and other) hints are sum-
marised in box 25 below. The last item in the list is probably where most 
authors go wrong. Much as tables and fi gures are ways of  making things 
more easily and clearly comprehensible, they are still diffi cult to do well. 

Box 23. Example: Use of a Figure to Simplify Complex Processes

Source: Sida Evaluation 02/35. Implementation of the 1999–2003 Country Strategy for 
Swedish Development Cooperation with Vietnam, p. 4.
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Box 24. Examples: Good Practice – Tables

Note: ISI = International Institute for Scientific Information; 
UEM = University Eduardo Mondlane

Source: Sida Evaluation 03/35. Sida’s Support to the University Eduardo Mondlane, 
 Mozambique, p 29, 53

Tables and fi gures are economical as tools of  communication, but that means 
they save time and energy for the reader, not necessarily for the author. It is 
probably more time-consuming to develop a model and a good illustration 
than it is to just produce the text. But the authors serve a larger public and 
should take the time to do that well. Constructing a decent table may, even 
with the help of  Microsoft’s different tools, take several hours. Figures are 
even more time-consuming. There is no such thing as a free lunch.

Box 25. Guidelines: How to Use Tables and Figures 

1 Think about the essence of the message and the type of presentation that will  
describe it most accurately and effectively

2 Consider if more than one table or figure is needed to communicate a particular set 
of data

3 Include captions for all tables and figures

4 Make each table and figure self-explanatory by providing captions, keys, sources

5 Construct the tables and figures first, then write the accompanying text

6 Make tables and figures accessible within a report

7 Do not overuse colour, patterns, lines around cells or fonts

8 Allow sufficient time for developing tables and figures

Source: Torres, Preskill and Piontek (1996) Evaluation Strategies for Communication and 
Reporting. Sage, London
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5. Style 
Writing style is a highly individual choice and it is not really fair to assess it; 
a style of  writing that appeals to one person might seem repulsive, arrogant 
and ironic to another. What is clear and direct for one may be technical and 
jargon-laden for another. We have tried to be very careful when assessing the 
texts and to stick to objective criteria that many – if  not all – could agree on. 
These are:

1. that the report should be free from spelling errors

2. that it should be free from grammatical errors

3. that it should be clearly written, that is, the messages should not be con-
fused by long sentences or sentences with several clauses

4. that it should be free from technical jargon

5. that it should be frank, and if  there is a need to be critical it should not 
hide the criticism with statements that belittle or express doubts about the 
fi ndings

6. that it should be impartial and try to see things from several perspec-
tives.

Most of  us who write evaluation reports are not authors by profession. We 
come to this task as economists, social scientists, engineers, environmental 
scientists, statisticians, civil servants, agronomists, medical doctors, etc. We 
may be used to writing, but our specialties lie in substance and methodology 
rather than form. Furthermore, in develop ment cooperation evaluation most 
of  us do not write in our native tongue.

Given this background it is surprising that the majority of  the reports are 
relatively free from errors and free from jargon. No more than a small minor-
ity of  fi ve or six reports were found to be less than satisfactory in these re-
spects. Nevertheless there are problems: for example, reports are mostly clear, 
but as non-native English speakers we have a tendency to write in the indi-
rect form and to use the passive tense. That makes the text less interesting, 
even if  it is not wrong per se.

The most positive aspect of  style is that a large majority of  the reports are 
both frank and impartial. These are two very important aspects of  the writ-
ing quality of  an evaluation. To take an example from Sida Evaluation 04/29 
“Mozambique State Financial Manage ment Project (SMFP)” (pages 55 and 
56):

“9.9.1. The fi rst half  of  the evaluation period was about reinstat-
ing the existing accounting arrangement and making it effective. 
We conclude that this was the correct approach. It was non-con-
troversial and saw important improvements. 
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9.9.2. The second period, however, was much more involved. We 
conclude that SISTAFE 1[State Financial Administration Sys-
tem] was feasible and operable. In our opinion though it was a lot 
for M[inistry of  ]P[lanning and ]F[inance] to ´swallow´ and 
would have been better presented as a phased programme over 
several years. No doubt a sustained implementation programme 
and training would have been implemented, something for which 
the project has demonstrated capacity.

9.9.3. An unwritten question contained within the T[erms]O[f] 
R[eference]s was whether the project was trying to impose a 
uniquely Swedish model. In fact SISTAFE 1 was an adaptation 
of  the Portuguese national system and chart of  accounts. Where 
the project may have placed particular emphasis however, was 
holding up an accrual standard as the goal at which to aim. To 
the Swedish project this was synonymous with modernisation 
and consistent with the long term objective (goal) of  the project. 

9.9.4. However, no developing country government has yet suc-
cessfully implemented accrual accounting and it is recognised 
that the majority are a long way from implementation. Its advan-
tages over reformed cash accounting are realisable only in a rela-
tively sophisticated and performance-oriented environment. In 
our view,* cash accounting is suffi cient and does not preclude 
modernising improvements….”

*  Based on accepted wisdom of the World Bank FM specialists and leading 
figures in IMF Fiscal Affairs Department and the development community 
generally. 

This is a very signifi cant criticism. It says that the project was not effective; it 
did not do “the right things”. It tried to introduce an accounting system that 
was too sophisticated for the environment in which it was to operate. And as 
we are dealing with national accounting systems, it is not a minor thing to be 
wrong about. The authors say so clearly. Their language is direct and straight-
forward, but at the same time it is not written provocatively or aggressively, 
as can sometimes happen. It is a good example of  how to express dramatic 
fi nales.

The text contains a reference to World Bank and International Monetary 
Fund specialists and publications to support the comparative statement. This 
was one of  the few evalua tions that were properly referenced. It contained 
footnotes where literature on public accounting, fi nancial management, ca-
pacity-building and technical cooperation was quoted. The authors had a 
good grasp of  these subjects and used the literature to provide benchmarks 
and to support their own hypotheses. Few evaluations worked actively with 
references, in fact only 6 out of  34. That is rather surprising, as it would 
make the task itself  easier for the evaluators. Working with references would 
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allow more accurate assessment and would instil confi dence among readers 
by referring to similar examples elsewhere. 

To illustrate some style issues, we use the quote below, from Sida Evaluation 
05/04 “Regional Training Programme in Environment Journalism and 
Communication in the Eastern African region”. The quoted text is typical of  
the report: sentences are very long, there are long rows of  nouns – nouns that 
each signify rather complex issues – and the reader is left wondering what did 
happen. The author is certainly not wrong in substance, nor misleading, but 
the style of  presentation makes the message obscure. 

“The programme environment is part of  much larger processes 
involving and evolving a complex and dynamic environment that 
includes social, cultural, political, economic, legal, technological, 
and physical, biological and man-made environments. Each of  
these environments involving groups and individuals with their 
own goals, purposes, aspirations, desires, motives and resources 
to infl uence the outcome of  desired long-term developmental ob-
jectives. The outcome and impact on individuals, in the societies 
at large, and within the region depends on the quantity and qual-
ity of  these interactions. The eventual possibility to implement 
and sustain the outcome of  this programme depends therefore on 
an enabling environment within this larger context. 

There are needs, wants, considerations, bottlenecks, and chal-
lenges to be met in this programme at strategic, policy and imple-
mentation levels. There are also needs in practices of  manage-
ment and administration, implementation of  activities, monitor-
ing and accountability within the programme, within the funding 
agency and between the programme and Sida. The context and 
motivations to the recommendations are provided in the text in 
respective subsection of  this document.”

There are many useful guidelines on style, and in box 26 we list some of  
these. However, most evaluators could easily fi nd such guides if  they were 
interested. The question is: why do the majority of  evaluators not spend 
more time developing their writing style? Probably because they believe it is 
good enough as it is. And here we do not really say anything else. Most of  the 
evaluations are rated at level 4 or above, that is, they are OK – no more and 
no less. If  time is short and the audience limited, why bother? If  people had 
more time, they would probably give priority to developing the methodo-
logical and substantive aspects of  the evaluation. The style of  presentation, 
clear sentences that communicate well, would probably rank third or fourth 
on a list of  priorities.
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6. Concluding Remarks
Returning to table 14, the overall picture is that the majority of  the fi nal 
evaluation reports are rather mediocre when it comes to structure and style. 
There are several authors who do not bother to use fi gures, illustrations and 
diagrams, and many who have not invested enough time and creativity. We 
have hinted that the explanation for this probably lies in the fact that those 
who write the reports are more attentive to substance, and sometimes to 
methodology, than to presentation.

Nevertheless, evaluation reports should be written to make an impact. It is 
probably true that many reports are not widely read, and perhaps no amount 
of  effort will make them bestsellers. However, that cannot be taken as an 
excuse not to try. Some reports, some of  the time, are not read because they 
are so boring, so clumsily written, and with so little in the way of  structure, 
references, illustrations, headings, etc to attract the reader. We should re-
member that they are all published in Sida’s Evaluation Report series, which 
indicates that there is an ambition to disseminate them to a larger audience. 

Box 26. Sources of Reading on Style

Author Title Publisher and 
date

Comments

Joseph M. 
Williams

Style: Toward 
Clarity and Grace

University of 
 Chicago Press, 
1999

The cover says it is a master 
teacher’s tested program for 
turning rough drafts and 
clumsy prose into clear, 
powerful and effective writing. 
No boasting, it is true, but the 
focus is on language only.

Rosalie T. Torres, 
Hallie S. Preskill, 
Mary E. Piontek

Evaluation 
 Strategies for 
Communicating 
and reporting

Sage Publications, 
1996

This book covers all aspects 
of how to write reports – and 
present findings in other ways 
too. It discusses structure, 
executive summaries, tables 
and figures, annexes – the 
works!

Lynne Truss Eats, Shoots & 
Leaves: The Zero 
Tolerance 
Approach to 
 Punctuation

Profile Books, 
2003

Really amusing and a much-
needed reminder of how to 
use commas, semi-colons, 
exclamation marks, full stops, 
etc. It is only about language 
though.

Kingsley Amis The King’s English: 
a guide to modern 
usage

HarperCollins, 
1997

Classic and a bit conservative 
perhaps, but essential and 
accessible. The fact that this 
is a well-known author gives it 
an extra advantage. 
This author can practice what 
he teaches.
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Again, we have to address the questions of  whether the criteria mentioned 
above should apply to all evaluation reports, and whether they should be ap-
plied to all reports in the same way. To take the latter question fi rst, there are 
many ways to structure a report well, many ways to use fi gures, illustrations, 
tables, etc. There are also many different writing styles, many ways to com-
municate well. However, this can all be considered under an overall quality 
criterion: it is important to have a good structure to the report, the text should 
be free from errors, and so on. The criteria in themselves are absolute, and it 
is hardly possible to fi nd reports where these attributes do not defi ne quality. 

But, practically and pragmatically speaking, are the quality criteria always 
equally important? It is vital that a report such as “Sida’s Work with Culture 
and Media” ranks high on these quality criteria – it is meant for a wide audi-
ence and should facilitate learning by many inside and outside of  Sida. How-
ever, a report such as “Environmental Remediation at Paddock Tailings 
Area, Gracanica, Kosovo” may not be read by more than a handful of  peo-
ple. The latter evaluation was completed within 25 working days by two en-
vironmentalists, and while the report is well written it is no stylistic master-
piece. It is not reasonable to expect that it should be; any additional working 
days would probably be better spent on the substance of  report. Even though 
the report gets a medium rating, it serves its purpose well enough. But if  
“Sida’s Work with Culture and Media” received the same rate, it would not 
serve its purpose well. The criteria must thus be interpreted with due respect 
for the diversity among the evaluations. 
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Annex 4 Terms of Reference

Purpose and Background
During 2005 and 2006, UTV intends to develop models to review the qual-
ity of  Sida’s evaluation system. The work covers quality aspects of  evaluation 
processes – planning and implementation of  evaluations – as well as the 
quality of  the fi nished evaluation reports.

The study also investigates the possibility of  compiling and systematically 
synthesizing the results of  Sida’s evaluations. Can the results reported in Sida 
evaluations be aggregated? What are the lessons and operational conclusions 
of  the evaluation system as a whole?

The study is motivated by growing demands for high-quality evaluation in-
formation. Over the years, Sida evaluations have been the subject of  a 
number of  studies, though many of  the studies are no longer topical. Sida 
lacks a working model for quality reviews that can be used as a basis for 
regular improvements of  the evaluation system

Component Studies
The project has the following components: 

1. A quality assessment of  Sida’s evaluation reports and their terms of  refer-
ence. This is a desk review of  aspects of  evaluation quality that are 
 directly accessible through the evaluation report and the accompanying 
documents. The study focuses on the kind and quality of  information 
presented in the report. What kinds of  questions are answered? What 
kinds of  evaluations are conducted? How reliable is the report? The clarity 
and readability of  the reports are also reviewed. Questions regarding the 
underlying evaluation process and the actual use of  the completed evalu-
ation results by stakeholder are not considered.

2. An assessment of  the way evaluations are decided, planned, implemented 
and used in different country contexts. In each country case study the 
assessment will look at the use of  evaluations within the framework of  a 
wider results information system that also includes monitoring mecha-
nisms of  various kinds and results information obtained from the  national 
system and other donors. The study will review individual evaluation 
processes, though it is the system as a whole that is at the centre of  the 
investigation, not the individual evaluation taken by itself. 
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3. The above-named synthesis study. Here, it is partly about iteratively 
building a model and partly about testing the model in practice.

4. A summary synthesis with recommendations for developing the activity.

Implementation and Reporting
The study will be conducted by external consultants, in close cooperation 
with Sida/UTV. Each of  the component studies will be preceded by a project 
description from the consultancy team. The system study will not commence 
until the results of  the other studies have been presented.

The review will be delivered as four separate reports. The scope and design 
of  the reports will be determined during the course of  the process. Forms of  
dialogue with Sida’s operational departments, as well as feedback of  results 
to Sida and other stakeholders, will be decided by a reference group set up 
for the purpose.

Consultancy Support
The project should be conducted by a consultancy team with considerable 
theoretical and practical experience of  evaluation. The project leaders ought 
to have extensive knowledge of  evaluation in international development co-
operation and be familiar with research on evaluation quality issues.

In UTV’s view, Kim Forss, Andante AB, and Evert Vedung, Uppsala Univer-
sity, together have the right competence for the project. While Kim Forss will 
be operationally responsible for the study, Evert Vedung’s role will be mainly 
that of  an adviser. 

Kim Forss’s participation is regulated by an existing framework agreement. 
A new framework agreement will be drawn up with Evert Vedung.
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Sida Studies in Evaluation

96⁄1 Evaluation and Participation – some lessons. 
Anders Rudqvist, Prudence Woodford-Berger
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD96-1.pdf&a=2368

96⁄2 Granskning av resultatanalyserna i Sidas landstrategiarbete. 
Göran Schill
Department for Evaluation and Internal Audit 
http://www.sida.se/shared/jsp/download.jsp?f=STUD96-2.pdf&a=2369

96⁄3 Developmental Relief ? An Issues Paper and an Annotated Bibliography on 
Linking Relief  and Development. 
Claes Lindahl
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD96-3.pdf&a=2370

96⁄4 The Environment and Sida’s Evaluations. 
Tom Alberts, Jessica Andersson
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=Stud+96-04.pdf&a=2371

97⁄1 Using the Evaluation Tool. A survey of  conventional wisdom and common practice at Sida. 
Jerker Carlsson, Kim Forss, Karin Metell, Lisa Segnestam, Tove Strömberg
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD97-1.pdf&a=2366

97⁄2 Poverty Reduction and Gender Equality. An Assessment of  Sida’s Country  Reports 
and Evaluations in 1995–96. 
Eva Tobisson, Stefan de Vylder
Secretariat for Policy and Corporate Development
http://www.sida.se/shared/jsp/download.jsp?f=STUD972.pdf&a=2367

98⁄1 The Management of  Disaster Relief  Evaluations. 
Lessons from a Sida evaluation of  the complex emergency in Cambodia. 
Claes Lindahl
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD98-1.pdf&a=2363

98⁄2 Uppföljande studie av Sidas resultatanalyser. 
Göran Schill
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD98-2.pdf&a=2364

98⁄3 Evaluating Gender Equality – Policy and Practice. 
An assessment of  Sida’s evaluations in 1997–1998. 
Lennart Peck
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD98-3.pdf&a=2365

99⁄1 Are Evaluations Useful? Cases from Swedish Development Cooperation. 
Jerker Carlsson, Maria Eriksson-Baaz, Ann Marie Fallenius, Eva Lövgren
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD99-1.pdf&a=2355
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99⁄2 Managing and Conducting Evaluations. Design study for a Sida evaluation manual. 
Lennart Peck, Stefan Engström
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD99-2.pdf&a=2356

99⁄3 Understanding Regional Research Networks in Africa. 
Fredrik Söderbaum
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=STUD99-3.pdf&a=2361

99⁄4 Managing the NGO Partnership. An assessment of  stakeholder responses 
to an evaluation of  development assistance through Swedish NGOs. 
Claes Lindahl, Elin Björkman, Petra Stark, Sundeep Waslekar, Kjell Öström
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=99-4.pdf&a=2394

00⁄1 Gender Equality and Women’s Empowerment. 
A DAC review of  agency experiences 1993–1998. 
Prudence Woodford-Berger
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=stud00-1.pdf&a=2350

00⁄2 Sida Documents in a Poverty Perspective. A review of  how poverty is addressed 
in Sida’s country strategy papers, assessment memoranda and evaluations. 
Lennart Peck, Charlotta Widmark
Department for Policy and Socio-Economic Analysis
http://www.sida.se/shared/jsp/download.jsp?f=stud00-2.pdf&a=2351

00⁄3 The Evaluability of  Democracy and Human Rights Projects.
 A logframe-related assessment. 
Derek Poate, Roger Riddell
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=stud00-3.pdf&a=2352

http://www.sida.se/shared/jsp/download.jsp?f=stud00-3-2.pdf&a=2352

00⁄4 Poverty Reduction, Sustainability and Learning. 
An evaluability assessment of  seven area development projects. 
Anders Rudqvist, Ian Christoplos, Anna Liljelund
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=stud00-4.pdf&a=2353

00⁄5 Ownership in Focus? Discussion paper for a Planned Evaluation.
Stefan Molund
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=stud00-5.pdf&a=2354

01⁄01 The Management of  Results Information at Sida. 
Proposals for agency routines and priorities in the information age.
Göran Schill
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=Stud01-01.pdf&a=2349

01⁄02 HIV/AIDS-Related Support through Sida – A Base Study. 
Preparation for an evaluation of  the implementation of  the strategy 
“Investing for Future Generations – Sweden’s response to HIV/AIDS”. 
Lennart Peck, Karin Dahlström, Mikael Hammarskjöld, Lise Munck
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=Stud01-02.pdf&a=2432
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02⁄01 Aid, Incentives, and Sustainability. 
An Institutional Analysis of  Development Cooperation. Main Report. 
Elinor Ostrom, Clark Gibson, Sujai Shivakumar, Krister Andersson
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=Stud02-01.pdf&a=2429

02⁄01:1 Aid, Incentives, and Sustainability. 
An Institutional Analysis of  Development Cooperation. Summary Report. 
Elinor Ostrom, Clark Gibson, Sujai Shivakumar, Krister Andersson
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=Stud02-01Summary.pdf&a=2430

03⁄01 Refl ection on Experiences of  Evaluating Gender Equality. 
Ted Freeman, Britha Mikkelsen
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=44717+UTV+Studies+03-01.pdf&a=2716

03⁄02 Environmental Considerations in Sida’s Evaluations Revised: 
A follow-up and analysis six years later.
Tom Alberts, Jessica Andersson, with assistance from: 
Inger Ärnsfast, Susana Dougnac
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=44818+Stud03-2.pdf&a=2719

03⁄03 Donorship, Ownership and Partnership: 
Issues arising from four Sida studies of  donor-recipient relations.
Gus Edgren
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=45636+Studies+03-03.pdf&a=2754

03⁄04 Institutional Perspectives on the Road and Forestry Sectors in Laos: Institutional Development 
and Sida Support in the 1990s.
Pernilla Sjöquist Rafi qui
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=Sida+Eval+03_04.pdf&a=2859

03⁄05 Support for Private Sector Development: 
Summary and Synthesis of  Three Sida Evaluations
Anders Danielson
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=SIDA3591_UTV03_05_pod.pdf&a=3084

04⁄01 Stronger Evaluation Partnerships. The Way to Keep Practice Relevant
Gus Edgren
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=SIDA4080en_SSE04-01_web.pdf&a=3259

04⁄02 Sida’s Performance Analyses – Quality and Use
Jane Backström, Carolina Malmerius, Rolf  Sandahl
Department for Policy and Methodology
http://www.sida.se/shared/jsp/download.jsp?f=SIDA4246en_SSE04-02+web.pdf&a=3317

05⁄01 Sida och Tsunamin 2004
En rapport om Sidas krisberedskap
Fredrik Bynander, Lindy M. Newlove, Britta Ramberg
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=SIDA17577sv.pdf&a=12577
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05⁄02 Sida and the Tsunami of  2004
– a Study of  Organizational Crisis Response
Fredrik Bynander, Lindy M. Newlove, Britta Ramberg
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=SIDA17577en_web.pdf&a=12577

05⁄03 Institutionsutveckling skapas inifrån
Lärdomar från konsulters erfarenheter av stöd till formella och informella regler
Lage Bergström
Sekretariatet för utvärderingar och intern revision
http://www.sida.se/shared/jsp/download.jsp?f=SSE05-03_SIDA23805sv.web.

pdf&a=18805

05⁄04 Development of  Institutions is Created from the Inside
Lessons Learned from Consultants’ Experiences of  Supporting Formal and Informal Rules
Lage Bergström
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=SSE05-4_SIDA23805en_web.pdf&a=18805

06⁄01 Sida’s Management Response System
Anders Hanberger, Kjell Gisselberg
Department for Evaluation and Internal Audit
http://www.sida.se/shared/jsp/download.jsp?f=SEE06-01_SIDA24695en_web.

pdf&a=19695

2007:01 Erfarenheter av resultatstyrning
En genomgång av utvärderingar och studier
Lennart Peck
Avdelningen för utvärdering och intern revision
http://www.sida.se/sida/jsp/sida.jsp?d=118&a=31530&searchWords=2007:01

2007:02 Changing Rules – Developing Institutions
A Synthesis of  Findings
Gun Eriksson Skoog
Department for Evaluation and Internal Audit
http://www.sida.se/sida/jsp/sida.jsp?d=118&a=32203&searchWords=2007:02

2007:03 ‘We can’t all be ducks’ 
Changing Mind-sets and Developing Institutions in Lao PDR
Pernilla Sjöquist Rafi qui
Department for Evaluation and Internal Audit
http://www.sida.se/sida/jsp/sida.jsp?d=118&a=32205&searchWords=2007:03

2007:04 Evaluations of  Country Strategies 
An Overview of  Experiences and a Proposal for 
Shaping Future Country Programme Evaluations
Stefan Dahlgren
Department for Evaluation and Internal Audit
http://www.sida.se/sida/jsp/sida.jsp?d=118&a=32138&searchWords=2007:04

2007:05 Mainstreaming at Sida 
A Synthesis Report
Fredrik Uggla
Department for Evaluation and Internal Audit
http://www.sida.se/sida/jsp/sida.jsp?d=118&a=32801&searchWords=2007:05
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Are Sida Evaluations Good Enough?
An Assessment of 34 Evaluation Reports

In this study an external team of evaluation specialists takes a searching look at the 
quality of a sample of evaluation reports commissioned by Sida line departments and 
Swedish embassies in countries where Sweden is engaged in development co-operation. 
Assessing the coverage and credibility of the sample reports, the authors seriously question 
the practical usefulness of the results information generated through Sida evaluations. 
The report concludes with a set of broad recommendations for improvement.
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