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Objectives of this section

This section of the toolkit provides practical guidance on monitoring and evaluation (M&E) of security system reform programmes. It builds on the introduction to monitoring and evaluation in Sections 4 and 8 of the OECD DAC Handbook on Security System Reform (OECD, 2007).

Who is the toolkit for?

The toolkit is intended primarily for international actors who provide assistance to security system reform (SSR) programmes. This includes various categories of people (note that more than one category may apply):

- Anyone responsible for designing an SSR programme.
- (International) SSR programme managers, whether in the field or headquarters.
- Programme staff with responsibility for day-to-day monitoring activities.
- People with significant experience of M&E (including evaluators), who wish to know specifically about the monitoring and evaluating security system reform.
- SSR experts who may not have much experience of M&E and thus require more basic guidance.

Much of the toolkit will also be relevant for other people who wish to learn more about how to assess the effectiveness of SSR programmes, including partner country government officials, parliamentarians, academics and civil society organisations.

What does the toolkit cover?

The toolkit is divided into six chapters:

1. What is specific about monitoring and evaluating SSR?
2. Definitions, purposes and principles for monitoring and evaluation.
3. Building monitoring and evaluation into programme design.
5. Evaluation: designing, managing and responding to evaluations.

When should I refer to the toolkit?

As well as providing a general introduction to how to monitor and evaluate SSR programmes, the toolkit can be used at any point in the project cycle:

| Programme design | • Chapter 3 identifies key issues that should be addressed during programme design to ensure that the SSR programme has an appropriate M&E system |
| Implementation | • Chapter 4 is about how to collect and use monitoring information. It should be read in conjunction with Chapter 3, since what is monitored depends on how the key changes to be measured have been defined during programme design • Chapter 6 provides tips on how to deal with common problems. |
| Evaluation | • Chapter 5 outlines the main issues to consider before, during and after an evaluation. • Chapter 6 also gives advice on problems concerning evaluations. |
Key features of this toolkit

This toolkit contains several features to make it as accessible and suitable as possible for meeting the needs of its different users:

- **Questions to consider**: At the end of some sections there is a brief list of key questions summarising what programme designers/managers should consider.
- **Checklists**: At the end of Chapters 3, 4 and 5 there are checklists summarising the main M&E issues that must be addressed during the design and implementation of SSR programmes.
- **Action points**: Some sections highlight institutional or programmatic issues that go beyond monitoring and evaluating specific SSR programmes. These are highlighted as action points to be addressed by international actors supporting SSR programmes.
- **Other sources of information**: As Chapter 1 argues, despite the specific nature of SSR, many generic development-appropriate M&E tools and approaches can be used when monitoring and evaluating SSR programmes. Where possible the toolkit indicates where readers can find more detailed information on M&E tools and methodologies from other sources.

A note on indicators

One of the most pressing issues for many programme designers and managers is finding suitable indicators for monitoring their security and justice programmes. Some readers may therefore be disappointed to find that this toolkit does not contain lists of standard indicators. The reason is that standard indicators are inadvisable because they are not context-specific, are unlikely to be locally owned, and because SSR is too complex to be measured with a simple list of indicators (Chapter 3).

Instead, the toolkit suggests that indicators should be inspired by other indicators that have already been used in similar programmes. With this in mind, it proposes establishing a database of indicators for SSR programmes (including for sub-sectors such as police, defence, court reforms), that would include information about:

- What changes the indicator attempts to demonstrate.
- How and where the indicator has been used before.
- The strengths and weaknesses of each indicator.
- Any unexpected or perverse incentives arising if the indicator was used to set a target.

Rather than being a standard, unchanging list of indicators, this database would be much more detailed and flexible. Database users would be able to contribute whenever they had something to offer, not only when indicators sets are being drafted. The indicators in the database would also improve over time as lessons were learned and indicators were updated and revised.

OECD DAC member states may decide to establish and contribute to such a database, but at the time of publication this is still only a suggestion.
1. What is specific about monitoring and evaluating SSR?

Those familiar with monitoring and evaluation (M&E) in other fields often ask: “What, if anything, is specific about monitoring and evaluation security system reform?”

Compared to other spheres of international assistance, SSR programmes have so far been less rigorously and less effectively monitored, and evaluations have been less frequent and less informative. The first question to explore is thus not what is specific about the monitoring and evaluation security system reform, but why do SSR programmes have such difficulty with M&E?

- **Key SSR actors may not be familiar or comfortable with monitoring and evaluation** processes that are commonplace for development institutions, or may have different expectations of how to define and measure results. These actors might include the military and police staff, lawyers, judges and intelligence officers, as well as parliamentarians and civil society organisations. Such issues may be particularly acute in partner countries where security sector officials are not familiar with such M&E processes or are sceptical or openly hostile towards certain forms of monitoring and evaluation. In such circumstances, it can be very hard to reach mutual agreement on what to measure and how.

- **Different actors still have different understandings of what SSR is about.** Despite improvements in recent years, different donor departments and multilateral agencies still have different mandates and perspectives on SSR. This extends to monitoring and evaluation, as they define success in different ways and have different approaches to collecting and analysing information. This makes it hard to establish an integrated M&E framework that is useful for all parties. Once partner country actors are included in the M&E system, this becomes even more difficult, given that they will often have a very different approach to monitoring and evaluation from those providing international assistance.

- **SSR is highly politically sensitive.** SSR addresses fundamental issues about how security and justice is provided, who exercises control, and how. It can therefore be highly politically sensitive. Because of this, the objectives of SSR programmes are often presented in vague terms and more sensitive objectives may not be openly stated. This can complicate M&E: should the M&E system measure changes according to official objectives, or according to unstated but possibly more important goals? Also, strongly embedded cultures of secrecy (both within partner country institutions and donors) are a major issue for monitoring and evaluation as they often restrict access to relevant information.

- **SSR is a complex process.** Security systems have many constituent parts and each sub-sector differs significantly in its purpose, functioning and orientation. It is thus hard to track and evaluate changes, especially as one sub-sector may be affected by several others. This is particularly the case for integrated SSR programmes that promote “whole-of-government” approaches to reform.

- **SSR is often undertaken in fragile and conflict-affected environments.** M&E is particularly challenging in such circumstances because “standard” approaches may not be appropriate in a rapidly-changing and insecure situation. In particular, it can be very difficult to collect relevant information systematically. In such circumstances it becomes even more important to ensure that M&E processes are conflict-sensitive and do not unnecessarily put people at risk.

- **Security sector actors often need to be pushed to prioritise gender issues.** Women, men, girls and boys all have very different security needs and perceptions, and thus different expectations of security providers. However, most security sector institutions are heavily male-dominated – as are most SSR programmes. Therefore, without specific measures to prioritise gender issues, they are often ignored. This extends to monitoring and evaluation: sufficient attention must be given to gender questions to ensure that relevant information is routinely captured by monitoring.
mechanisms, that evaluations consider how SSR programmes have addressed gender issues, and that M&E mechanisms are themselves implemented in a gender-sensitive manner.

This does not mean, however, that M&E tools, guidelines and systems that are used in other developmental contexts are not relevant to security system reform. Rather, they may need to be adapted for use with SSR programmes. To use an analogy, there is no need to reinvent the wheel, but it may need off-road tyres to work in more difficult environments. This toolkit gives numerous examples of standard M&E tools and processes applied to SSR contexts; where such tools need to be adapted for SSR programmes, the toolkit suggests how this could be done.

However, the effectiveness of these tools will depend primarily on the capacity and skills of those who use them. SSR programme managers who are not familiar with development-style M&E processes may first find it helpful to learn more about standard M&E tools and procedures, and this toolkit suggests further reading if required. Even if programme managers feel confident about M&E, they should be aware that other key stakeholders (various local actors, but quite possibly also other international actors) may lack skills and capacity. Building local capacity to monitor and evaluate SSR should thus be a core element of many SSR programmes, and extra training/support may also be required for international actors.

Lastly, international actors who support security system reform may also find it necessary to adapt their overarching M&E system to SSR contexts. There is often little thought given to the suitability of institutional M&E frameworks for SSR programmes, especially in fragile and conflict-affected environments. The toolkit makes no precise recommendations on how to adapt standard frameworks for SSR programmes, since it will depend on what currently exists within each agency; it does however identify key areas where greater flexibility may be required and where M&E tools may need to be adjusted.
2. Monitoring and evaluation: definitions, purposes and principles

What are monitoring and evaluation?

Taken together, monitoring and evaluation refer to a process of measuring changes in programmes or policies and assessing their impact. By providing management and key stakeholders with such information, M&E can inform current and future programme planning and delivery.

Though often grouped together as “M&E”, monitoring and evaluation are two distinct, but related, functions (Box 10.1). Monitoring is the continuous process of gathering and interpreting information. Its main purpose is to maintain up-to-date data to allow managers and other interested parties to track progress against stated objectives and commitments. It also includes the structures and mechanisms by which stakeholders review information and make decisions about possible changes.

<table>
<thead>
<tr>
<th>Box 10.1. Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monitoring</strong>: The continual and systematic collection of data on specified indicators to show the managers and main stakeholders how a development intervention is progressing and whether objectives are being achieved in using allocated funds.</td>
</tr>
<tr>
<td><strong>Review</strong>: An assessment of the performance of an intervention, periodically or on an <em>ad hoc</em> basis. Note: Frequently “evaluation” is used for a more comprehensive and/or more in-depth assessment than “review”. Reviews tend to emphasise operational aspects. Sometimes the terms “review” and “evaluation” are used as synonyms.</td>
</tr>
<tr>
<td><strong>Evaluation</strong>: The systematic and objective assessment of an on-going or completed project, programme or policy, which looks at its design, implementation and results. The aim is to determine the relevance and fulfilment of objectives, development efficiency, effectiveness, impact and sustainability. An evaluation should provide information that is credible and useful, enabling the incorporation of lessons learned into the decision–making process of both recipients and donors. Evaluation also refers to the process of determining the worth or significance of an activity, policy or programme. It might involve an assessment, which is as systematic and objective as possible, of a planned, on-going or completed development intervention. (Note: evaluation in some instances involves defining appropriate standards, examining performance against those standards, assessing actual and expected results and identifying relevant lessons).</td>
</tr>
</tbody>
</table>


Monitoring is often confused with reporting. Reporting refers only to the compilation and delivery of information (for example by programme staff to managers or the public), not to the process of collecting, interpreting and storing information – all of which are crucial elements of monitoring. While good monitoring can make reporting less onerous and more informative, it is not the same thing.

Evaluation is not a process, but a specific activity. It is an assessment of the performance and impact of a programme or policy, either in its entirety or focusing on specific elements and issues. Evaluations may be undertaken during the life-time of the programme (often known as reviews), but are most frequently carried out at the end of a programme to assess its impact and to learn lessons for similar programmes in future.
Purposes and uses of monitoring and evaluation

The definitions above indicate that the main purpose of monitoring and evaluation is to measure and assess the progress of SSR programmes in order to improve their performance and achieve greater results. However, there are different ways to do this, and monitoring and evaluation can be used for at least three key purposes:

1. **A management tool to drive change.** Most international actors now subscribe to a “results-based management” approach. In simple terms, this approach claims that the best way to achieve change is to set clear objectives and targets and then to measure progress against them. This is only possible with an effective M&E system.

2. **An accountability tool.** International actors are concerned with discovering whether programmes “work”, what impact (if any) they have, and whether they provide value for money. Good monitoring and evaluation can hold SSR programmes accountable: before partner governments and local beneficiaries, before senior management and before taxpayers who contribute to development budgets, etc.

3. **A lessons learning tool.** Monitoring and evaluation can be used to provide lessons about how programmes can be run more effectively and achieve greater impact, either now or in the future.

Guiding principles for monitoring and evaluating SSR programmes

The monitoring and evaluation of SSR programmes must respect two sets of principles: (1) good practice M&E in any sector; and (2) the principles underpinning SSR programmes. Table 10.1 shows how these principles come together for monitoring and evaluating SSR. It lists seven key principles, shows the implications of each principle for how M&E systems should be structured and managed, and lists the implications for choosing what to measure. It also refers back to key principles of SSR and evaluation as stated in previous OECD DAC guidance.

<table>
<thead>
<tr>
<th>Key principle for M&amp;E of SSR</th>
<th>Implications for M&amp;E system</th>
<th>Implications for what to measure</th>
<th>References to key principles for SSR/evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>People-centred</td>
<td>M&amp;E system should be designed to respond not only to institutions but to beneficiaries</td>
<td>M&amp;E should treat individuals and communities as the ultimate beneficiaries</td>
<td>Service delivery to communities. Improve the delivery of professional security and justice services to local communities.</td>
</tr>
<tr>
<td>Local ownership and participation</td>
<td>M&amp;E system should have sufficient local ownership and should strengthen local ownership over time M&amp;E system should involve participation of a wide range of actors, including non-state beneficiaries where possible</td>
<td>M&amp;E should measure extent of local ownership of and breadth/depth of participation in the SSR programme</td>
<td>Local ownership. Enhance local ownership of SSR processes and assistance programmes through increasing government leadership and widespread civil society participation. Participation of donors and recipients. Partnership with recipients and donor co-operation in aid evaluation are both essential; they are an important aspect of recipient institution-building and of aid co-ordination and may reduce administrative burdens on recipients.</td>
</tr>
<tr>
<td><strong>Accountability, transparency and governance</strong></td>
<td>M&amp;E system and data should be impartial, independent, credible and transparent</td>
<td>M&amp;E should measure whether SSR programmes and security systems demonstrate/promote good governance, are as transparent as possible, and allow and promote accountability to the public</td>
<td><strong>Governance and accountability.</strong> Strengthen the governance and oversight of justice and security institutions to ensure that service providers are accountable, human rights are respected, and the rule of law is upheld⁸</td>
</tr>
<tr>
<td><strong>Integration and coherence</strong></td>
<td>M&amp;E system for SSR programme should use and strengthen existing national and international M&amp;E mechanisms as far as possible</td>
<td>M&amp;E should review whether SSR programme and support link appropriately across relevant sectors and are coherent with other reforms</td>
<td><strong>Integration.</strong> SSR should be seen as a framework for structuring thinking about how to address diverse security challenges facing states and their populations through more integrated development and security policies⁶</td>
</tr>
<tr>
<td><strong>Sustainability</strong></td>
<td>International actors should ensure that partner country M&amp;E systems are sustainable beyond the life of the programme</td>
<td>M&amp;E should identify and promote sustainability of SSR programmes</td>
<td><strong>Sustainability.</strong> Increase the sustainability of justice and security service delivery through developing human capacity and strengthening budgetary processes and financial management⁷</td>
</tr>
<tr>
<td><strong>Conflict sensitivity</strong></td>
<td>M&amp;E system and data should be designed and used in a conflict-sensitive manner</td>
<td>M&amp;E should assess the conflict sensitivity of SSR programmes</td>
<td><strong>Conflict sensitivity.</strong> As SSR programmes are often in countries affected by, or at risk of, violent conflict, it is important to understand the conflict dynamics and root causes as well as the perspectives of relevant stakeholders in order to develop effective programmes of support⁹</td>
</tr>
<tr>
<td><strong>Gender awareness and equality</strong></td>
<td>M&amp;E system should be based on full and equal participation of men and women</td>
<td>M&amp;E should assess how far SSR programme promotes gender equity M&amp;E data should recognise the different security needs of men, women, boys and girls, and be disaggregated by sex and age</td>
<td><strong>Gender awareness and equality.</strong> Integrating gender issues into SSR means acknowledging and responding to the different security needs of men, women, boys and girls [and] ensuring the full and equal participation of men and women within security system decision-making and institutions⁴</td>
</tr>
</tbody>
</table>

3. Building monitoring and evaluation into programme design

Figure 10.1 illustrates how monitoring and evaluation are relevant to each stage of an SSR programme, as well as the specific inputs required at each stage. Monitoring and evaluation for each separate programme are influenced by the institutional M&E framework at both donor and partner country level. This is represented by the grey oval that surrounds the boxes. Each box then represents a stage in the project cycle, grouped together into three phases: planning (assessment and design); implementation (start-up and project activities); and follow-up (evaluation and follow-up). The area below the line in each box indicates what needs to be done regarding M&E at each stage in the programme. This diagram can thus be used both to prompt specific activities and to ensure that all activities are properly planned and resourced during programme design.

Figure 10.1. How monitoring and evaluation fit within a programme

Designers of SSR programmes (Box 10.2) frequently do not address monitoring and evaluation in detail, and sometimes not at all. Often, monitoring and evaluation are only seriously considered once institutional requirements within the donor organisation trigger a demand for reports or annual reviews. At this late stage, a variety of problems may arise (see ‘Common challenges and possible solutions’ below). Many of these problems could be avoided or minimised if a systematic approach to M&E had been adopted from the start.

The best way to ensure a systematic approach to monitoring and evaluation is to assign responsibility for the programme’s M&E system during design. Terms of reference for the design process should require expertise on various M&E issues, such as: building logical frameworks (logframes); choosing appropriate indicators; assessing local capacity for and attitudes to M&E; budgeting for M&E, etc. Ideally, the design
team should include a specialist who would take the lead on M&E issues. Even then, addressing M&E appropriately during programme design should be the responsibility of the whole team.

Box 10.2. Who are programme designers?

This section of the toolkit is targeted primarily at programme designers – any person or group of people who are responsible for undertaking an initial security system reform assessment and/or designing an SSR programme. Best practice, particularly with regard to local ownership, means that programmes should be designed jointly between local stakeholders (including non-government stakeholders) and those international actors that will support the programme. At a minimum, the design team should include local representation and the programme should be developed in consultation with both government and non-government stakeholders. In practice, however, SSR programmes are often designed primarily by international actors, with relatively little local input.

The guidance for programme designers in this section is intended to be useful to any design team, whether the design process is locally led or driven by international actors. However, in recognition of the reality that the main design team often does not include sufficient local participation, this toolkit provides advice mainly to international programme designers on building local ownership of the programme’s M&E system.

Is the SSR programme’s M&E system in line with the international donor’s institutional M&E framework?

The M&E system comprises the people and structures that manage and implement monitoring and evaluation, and the processes and actions they use to collect and analyse information. For each SSR programme, this system needs to be suited to the programme’s key stakeholder institutions, partners and beneficiaries. This M&E system does not exist in a vacuum: it must be linked to existing structures and mechanisms at both donor and country level and adapted to the context and needs of the programme and its stakeholders.

Most international actors that support SSR already have their own institutional framework which defines how and when monitoring and evaluation take place. Some agencies have very detailed M&E guidelines, often with standard requirements for regular reporting against logical frameworks (logframes), annual reviews and obligatory evaluations for all programmes above a certain financial threshold. They may also have specific staff with responsibility for monitoring and evaluation. Others have less developed M&E systems and structures.

These systems generally do not take account of the specific and challenging nature of SSR programmes. It is thus important for international agencies to find appropriate ways of adjusting their M&E frameworks for SSR programmes.

The questions in Box 10.3 are about the institution’s overall M&E framework as it relates to SSR. As such, they are systemic issues that should ideally be addressed at an institutional level, rather than during the design phase of a specific SSR programme (although in practice, it may only be at this stage that these issues become apparent). Another issue that is likely to arise is when the SSR programme follows a whole-of-government approach involving several donor government departments. These departments may have different institutional M&E frameworks, and it may be difficult to establish a harmonised M&E system for the SSR programme that suits the approaches and requirements of all of these departments.
Collecting information in the pre-design period

Where possible, efforts should be made to collect as much relevant information as possible before the SSR programme is designed. This could include:

- Official statistics on relevant security and justice sector institutions.
- Data on use of non or quasi-state security and justice sector providers, as relevant
- Perception surveys: public perceptions of security and justice; public attitudes towards security and justice sector providers.
• Disaggregated data on how security needs differ between different groups, for example according to sex, age, ethnicity, religious affiliation, income level, etc.

• Monitoring information collected and any evaluations conducted for similar programmes in the past.

• Government and NGO reports to international and regional human rights monitoring bodies, such as the United Nations Human Rights Committee, the Committee Against Torture, and the Committee on the Elimination of All Forms of Discrimination against Women. These may have considerable information on the performance of security sector institutions.

• Any relevant academic and policy research (e.g. from think tanks, universities, NGOs).

In collecting this information, attention should be paid to groups that are marginalised and may be invisible in existing data, such as displaced persons or non-citizens. Strategies can then be developed to reach out to and involve such groups in the M&E system, as relevant.

This is obviously useful for programme designers, since the more they know about the current situation, the more likely they are to design an effective SSR programme which responds to genuine needs in the right way. From an M&E perspective, it may also identify or generate information that can be used to set baselines for monitoring the programme against. This will reduce the need for separate baseline research later on.

Much of this information may be collected as a matter of course during an SSR assessment. However, the SSR assessment may also identify knowledge gaps. Depending on the timescale and what resources are available, it may be appropriate to commission research in this pre-design phase. This is preferable to commissioning baseline research after the programme has been designed, because any information collected cannot easily be used to inform design. Where possible, this research should be done in a way that is likely to provide useful baseline data.

**Reviewing partner country M&E capacity and needs**

M&E systems for SSR programmes are often designed by the donor for the donor, with little attention paid to the partner country’s capacity or needs. This undermines local ownership and is unlikely to create a sustainable M&E system that can secure the programme’s achievements once it has ended. Donor M&E requirements can also be overwhelming for partner countries. For example, Sierra Leone complained formally to the United Nations about the burden imposed by multiple donor visits, reporting requirements and evaluations.

Programme designers therefore need to understand the partner country’s approach to monitoring and evaluation, and its capacity to effectively monitor and evaluate security and justice institutions and programmes. Box 10.4 suggests some of the key questions that should be asked. If little information is available, it may be necessary to undertake specific research. This could be done as part of the SSR assessment or in parallel to it. The assessment should look at the following institutions:

• State security and justice institutions.

• Non/quasi-state security and justice institutions (where these are widespread).

• Other government agencies that will have relevant information on security and justice, such as state gender and equality institutions and any independent human rights mechanisms.
• Existing central executive M&E functions.

• Other government agencies for whom collection and management of information is a core function, such as national auditors and national statistics offices.

• Parliament.

• Civil society organisations.

Box 10.4. Questions for exploring partner country M&E capacity

• **Is analysis of the partner country’s M&E system already available?** Have any assessments of its M&E system and capacity been undertaken, formally or informally? (These may relate to the state as a whole, rather than security sector institutions).

• **Are any reforms of the partner country’s M&E system already taking place?** Are there any existing initiatives to improve data collection, analysis, management of statistics, etc?

• **How does the partner country currently assess the effectiveness of programmes and learn lessons?** What systems or practices – formal or informal – are used to assess whether programmes are effective? Are these systems collecting the right information as efficiently and effectively as possible, and analysing it in useful ways? How do these systems compare to the formal M&E systems used by major international actors? What role do parliamentarians, the media and civil society play in monitoring and evaluating programmes in the security sector?

• **What relevant data and analysis are available?** What information that is relevant to the SSR programme is already available from existing sources, including previous evaluations? Which information gaps are most problematic for the planned SSR programme?

• **What is the capacity of the partner country’s M&E system (as it relates to SSR)?** What systems exist to capture and analyse information? What relevant skills do staff have? How sustainable is the existing system? How much demand is there within the partner government to improve its M&E system?

If this analysis concludes that the partner country would appreciate support to improve its M&E system, a specific strand or module within the SSR programme could be included to implement this (see also Section 5 of this handbook). This might involve various activities, such as:

• Training for a range of partner country actors (ministry officials, security sector professionals, parliamentarians, civil society organisations, etc.) on why M&E is important and how to monitor and evaluate security and justice. In addition, cultural and institutional attitudes to, and understanding of, how to measure change are important; therefore it will be vital for the training to also deal with why it is important to invest in M&E.

• Providing resources and training to improve information collection, storage and analysis.

• Developing a joint strategy to improve how different agencies collect and share information.

• Training on independent oversight and accountability, particularly for parliamentarians and civil society organisations.

• Training on monitoring and evaluating gender issues, if systems are currently not disaggregating data and are insensitive to the different security needs and perceptions of men, women, boys and girls and how women and men participate in the security sector.
The objective should be to build a jointly-owned M&E system that is strong enough to carry out M&E independently and that will be sustainable beyond the life of the SSR programme. The next step will be to gradually transfer full management and responsibility of the M&E system from international actors to the partner country. As such, it is important that these actions are integrated into the partner country’s overall M&E mechanisms and are co-ordinated with any other ongoing reforms of these mechanisms.

**Agreeing what changes to measure**

Many SSR programmes lack a coherent vision of what success looks like, *i.e.* what changes the programme hopes to achieve. Project documents usually state one or more overarching aims, presented as goals, purposes or objectives (different agencies use these terms in different ways). However, these are often expressed using vague language and do not correspond to specific changes that the programme will bring about or contribute towards. This makes it difficult to establish an appropriate M&E system, since it is difficult to decide *how* to measure progress if it is not sure *what* changes need to be measured. Even when a programme is clear about the changes it wishes to achieve, it is often not expressed in a way that is easy to monitor and evaluate.

Therefore, it is highly beneficial to consider what and how to monitor (and to a lesser extent, what to evaluate) during programme design. In terms of *what* to measure, there are three key factors to consider:

1. Defining feasible and measurable impacts.
2. Identifying which “dimensions of change” the programme will address and deciding which are most important to measure.
3. Finding agreement among stakeholders on the changes the programme is seeking (as far as is possible in SSR contexts).

**Defining feasible and measurable results**

Impacts can occur at different levels and are defined using different terms – it is helpful to illustrate these different result levels using an example of a results chain from an SSR programme (Figure 10.2).
Figure 10.2. A results chain for an SSR programme

**Inputs**

Advice and resources given, e.g. Technical support to develop and implement police training strategy

**Outputs**

Goods, products and services provided, e.g. Police trained and deployed

**Outcomes**

Access to goods, products and services and use made of them, e.g. Improved professional standard and conduct of police

**Impacts**

Resulting changes to living standards, political and social conditions, e.g. Enhanced physical security and realisation of rights to justice for police service users

*Inputs* are the resources, such as money, goods, human resources or technology, which go into carrying out the planned activities. An example might be technical support to a Ministry of Internal Affairs to develop a new strategy to train policemen.

*Outputs* are the immediate results of activities, but say little about the effect of these activities. For example, if the project involves training extra police officers, the output may be that “500 police officers have been trained”. But this says nothing about the quality of that training, or the changes this has for the local population.

*Outcomes* are intermediate results. For example, if 500 more police officers have been trained, the outcome might be that 10 000 people in the area who previously did not have (or avoided) contact with the police now have a community police officer whom they see regularly.

Lastly, the *impact* is the long-term societal change towards which the activity is intended to contribute. In this example, the impact would be a reduction in perceptions of insecurity and a reduction in crime statistics in the area where the new police officers have been introduced. Impacts can be divided into both intended impacts (those which the programme designers did expect to happen) and unintended impacts (which happened as a result of the programme but were not foreseen at the design phase). Unintended impacts can be both positive and negative.

Note that each level in the chain does not guarantee the next. A strategy to train police officers does not mean that they will be trained. Training police officers does not automatically mean that their skills have improved or that they will be deployed properly. And deploying the police officers may not improve security if there are other reasons why the public still feel insecure or they are still unable to prevent crime in the area.

It is possible to monitor and evaluate changes at the output, outcome and impact levels. Generally, monitoring tends to focus more on output and outcome levels, while evaluations should look more at higher-order outcomes and impacts (although in practice, many evaluations also only look at outputs and outcomes and do not consider long-term impact). Programme designers need to understand how programmes can contribute to change at each level. This should ensure that there are realistic expectations of what changes a programme can achieve and measure.

Two trends occur as one moves up the results chain from inputs towards impacts. On the one hand, the changes that are sought become more significant. On the other hand, the capacity of the programme and its managers to control or influence what happens reduces (since success at one level of the results chain does not guarantee success at the next level up). At the impact level, it is rarely possible for a programme to do more than *contribute* to the overall goal (Box 10.5).
A failure to understand this has meant that many SSR programmes have had two weaknesses. Firstly, monitoring systems have focused too heavily on outputs, *i.e.* checking that the planned activities did take place. The programme tends to be labelled as a success if they did take place (for example, by confirming that a partner country’s armed forces have received training and equipment, without assessing whether this has in fact improved security). Secondly, the expectation is often that SSR programmes will have impacts that are far beyond what the programme can realistically achieve. This displays little understanding that it can be difficult to attribute higher-level impacts to any one programme.

**Box 10.5. Attribution versus contribution**

It is only possible to attribute to an activity or programme any changes that happen if evaluators (or others) can demonstrate a direct causal link between the programme’s action and the results. This is often easy to do at output level, and plausible at outcome level. It is rarely possible to do this at impact level.

For example, a desired impact might be “A 5% reduction in the number of people who report that they feel very or somewhat insecure”. A cross-cutting SSR programme is launched that seeks to improve the capacity and behaviour of the armed forces and the police. After three years, there has been a 7% reduction in people saying they feel insecure. But can this be directly attributed to the programme? There may be many other reasons why this has occurred, such as the signing and maintenance of a peace agreement, an economic upswing that has made people feel more confident generally, a new Interior Minister coming to power who throws his/her weight behind police reform, a surge of vigilantism where “community patrols” deal roughly with suspected criminals, and so on. In fact, there are likely to be hundreds of major and minor factors that have influenced perceptions of insecurity.

In such circumstances, the best that can be said is that the SSR programme has probably contributed to the changes that have occurred. Demonstrating how this contribution has occurred can be a complex undertaking in itself (Chapter 5).

For this reason, security and justice programmes should be seeking to contribute towards positive change at the impact level, but should not expect the M&E system to attribute such changes to the programme.

Programme designers thus need to define and measure results at each of these three levels, but with the following considerations in mind:

- **Outputs** are usually easy to define and measure. Monitoring systems should track outputs to ensure that programme activities are preceding as planned, but less time should be spent on defining and measuring outputs than is currently the case.

- At the **outcome** level, significant changes can be measured which are relatively easy to attribute to the performance of the programme. Programme designers should spend more effort on defining precise outcomes and establishing a monitoring system to track progress at this level.

- Regarding **impact**, realism is needed about what the programme itself can achieve, how the programme contributes to wider goals and the context in which these goals might be achieved. Methods such as impact assessments, contribution analysis and participatory evaluation may help to evaluate whether SSR programmes are in fact making a positive contribution to long-term goals such as peace, security, and democratic governance.
Identifying the most important dimensions of change

SSR programmes have many potential “dimensions of change”. This means that SSR programmes can address various different elements and areas of policy and practice relating to the security sector. The following list, which is not exhaustive, suggests some of the most common dimensions that can be improved through reform:

- Public security (incidence of crime, insecurity and injustice).
- Public perceptions of safety and security.
- The security needs of different groups (sex, age, ethnicity, religion, income, disability, etc.).
- Access to justice.
- Service delivery (i.e. delivery of security and justice as basic services).
- Institutional and human capacity.
- Security policy.
- Democratic governance and rule of law.
- Oversight and accountability.
- Ownership of reform processes.
- Civilian involvement in and oversight of security systems.
- Participation of women in security sector institutions.
- Non-state security and justice provision.
- Conflict sensitivity.
- Political dynamics.
- Sustainability.
- Financial and resources management.
- Cross-cutting issues, such as gender, human rights, and poverty reduction.

These dimensions are not mutually exclusive, and many programmes may seek to influence several dimensions at once. In fact, many SSR programmes affect many dimensions of change that were not the primary purpose of the programme. While it is theoretically possible to monitor and evaluate the performance of the programme along many dimensions, in practice this is rarely feasible. Programme designers must thus decide which dimensions of change are most important to measure and monitor, which changes to assess within these dimensions, and at which result level (output, outcome, impact). This requires striking a balance: if the focus is too narrow, the monitoring system may ignore or miss issues that are highly relevant to the programme; if the focus is too broad, the monitoring system will be unwieldy and unmanageable. Programme designers thus need to use their judgement to identify which changes are most important. Box 10.6 lists some key questions to ask when deciding on the most important dimensions of change.
Agreeing what to measure with key stakeholders

The Paris Declaration on Aid Effectiveness emphasises that development programmes must have local ownership. This obviously includes the design, monitoring and evaluation of SSR programmes. Paragraphs 14 and 15 of the Paris Declaration state the following:

14. Partner countries commit to:
   - Exercise leadership in developing and implementing their national development strategies through broad consultative processes.
   - Translate these national development strategies into prioritised results-oriented operational programmes [...]

15. Donors commit to respect partner country leadership and help strengthen their capacity to exercise it.

This means that the partner country should have ownership of the process of designing a programme, identifying what changes to measure, monitor and evaluate. The country should also have ownership of the M&E system for the programme (see also Section 4.1 below: “Establishing a monitoring system”). The Paris Declaration also emphasises that strategies and programmes should be developed through broad consultation that encourages the participation of as many stakeholders and beneficiaries as possible.

In fact, jointly designing the programme’s M&E system can not only promote local ownership of the M&E system, but also of the programme more generally. In particular, structured discussions about which indicators to monitor, and why, can stimulate much deeper thinking by local actors about what changes are really most important, whether the current programme design is the best way to achieve these changes, and if not, how things could be done better.

In practice, however, international actors may have to balance this commitment to local ownership with an awareness of the sensitive nature of SSR. Particularly in post-conflict and democratising contexts, SSR programmes are likely to challenge the interests of some key stakeholders. Therefore it may not be possible to reach agreement between all stakeholders. In some circumstances it may be necessary to develop two sets of anticipated changes: (1) those that the programme ultimately seeks to achieve; and (2) those that it is politically wise to present during the early stages of programme design and implementation. However, programme designers should be as open as possible about the changes the programme wishes to achieve, and as far as possible these changes should be agreed with the main stakeholders, including parliamentarians and civil society groups. This is in keeping with Principle 7 of the OECD DAC Principles for Good International Engagement in Fragile States and Situations: “Align with local priorities in different ways in different contexts”.

Where governments demonstrate political will to foster development, but lack capacity, international actors should seek to align assistance behind government strategies...Where alignment behind government-led strategies is not possible due to politically weak governance or violent conflict, international actors should consult with a wide range of national stakeholders in the partner country.

It is also useful at this stage to define key terms in programme documents in a way that is acceptable to all key stakeholders. This will avoid later problems of stakeholders disagreeing about what “security” or “training” actually entail.
3.5 Agreeing how to measure change: Indicators, targets and baselines

The next step after deciding what changes to measure is to agree how to measure these changes. Most major donors use logical frameworks (logframes) to guide their programme design, and these logframes specify indicators and targets. As in many other spheres of international assistance, SSR programme managers have often struggled to design and use indicators effectively. This section therefore looks primarily at how to set appropriate indicators and targets.

Before discussing indicators in detail, however, it should be noted that donor use of logframes can present certain challenges. In particular, donors may focus exclusively on their logframes at the expense of partner country M&E frameworks. Programme designers may find themselves caught between the local system and the institutional requirements of the international actors providing assistance. This is a familiar challenge for monitoring and evaluation in all spheres of aid and development, but it is particularly pronounced in SSR because of the issues and actors involved. Many security sectors have entrenched cultures of secrecy which can make it hard to access information and even to establish formal indicators and targets. As discussed above, international programme designers should seek as far as possible to reach agreement with all main stakeholders on what and how to measure, but in practice it can be necessary to define some indicators and targets without the agreement of all local stakeholders.

### Box 10.6. Questions to consider when deciding what changes to measure

- **Does the programme clearly define the changes it wishes to achieve?** Have key changes been identified at the levels of outputs, outcomes and impacts? Have these changes been precisely defined, and could they be stated more clearly and accessibly?

- **Are these changes feasible?** Are the outcomes expected by the programme realistic? Does the programme design demonstrate an understanding that the programme can contribute to achieving long-term impacts, but cannot guarantee these impacts on its own?

- **How practical is it to measure these desired changes?** Have changes been expressed in a way that can realistically be measured (given the context, existing data and available resources)? Could programme objectives be stated in a way that makes these changes easier to monitor and evaluate? Which changes should be measured at which result level(s)?

- **Which are the most important dimensions of change to measure?** Which dimensions of change is the programme addressing directly? Which other dimensions might also be highly relevant to the programme? Has the right balance been struck between measuring the most important changes and keeping things simple?

- **Do all key stakeholders agree what changes the programme wishes to achieve?** Is it feasible to agree changes with all the main stakeholders, or does the SSR programme threaten the interests of major stakeholders? To what extent is there local ownership of the programme? Have programme designers consulted with a wide range of stakeholders and beneficiaries, including parliamentarians and civil society organisations?

### Other sources of information

Indicators and targets

Indicators are often confused with targets. Targets are the change(s) that the programme wishes to achieve; indicators are pieces of information that are used to measure change and performance, and can thus indicate whether this target has been reached. This distinction is often not well understood, and it is common to see indicators presented in ways that also include the target. DFID’s revised logical framework (2009) is among the first to separate out indicators and targets, and is a useful format to adopt if possible. Figure 10.3 shows the distinction between the two terms.

![Figure 10.3. The importance of separating indicators and targets: an example](image)

This distinction is important because indicators do not automatically need to be linked to specific targets, and in some cases it may not be appropriate for a programme to set a specific target during programme design. For example, this may be the case if further information needs to be gathered (such as baseline data) or if it is not sensible to set a specific target until the programme has had time to develop. In such circumstances, it is possible to identify the indicator (i.e. what information is required), and possibly also a “direction of travel” (i.e. in what way you expect the indicator to change), without setting precise targets.

Indicators can be set at the three result levels identified above: outputs, outcomes and impacts. Table 10.2 gives examples of indicators and targets for a (fictional) SSR programme that includes training for the intelligence services in counter-terrorism surveillance methods.

<table>
<thead>
<tr>
<th>Result level</th>
<th>Example of change</th>
<th>Example indicators</th>
<th>Example target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact</td>
<td>Reduction in incidences of terrorist activity</td>
<td>Number of terrorist attacks that were not prevented</td>
<td>No terrorist attacks occur in 2011</td>
</tr>
<tr>
<td></td>
<td>Improved perceptions of security among local population</td>
<td>Percentage of men, women, boys and girls saying they do not feel threatened by terrorism</td>
<td>75% report they do not feel threatened by 2012</td>
</tr>
<tr>
<td>Outcome</td>
<td>Intelligence services improve capacity to monitor actions of suspected terrorists</td>
<td>Ratio of individuals with suspected links to terrorist organisations under surveillance versus those not under surveillance (based on expert estimation)</td>
<td>Intelligence agency tracks activities of all individuals (100%) with suspected links to terrorist organisations</td>
</tr>
<tr>
<td>Output</td>
<td>Training of intelligence services in counter-terrorism surveillance methods</td>
<td>Number of intelligence officers trained</td>
<td>300 officers receive training by 2012</td>
</tr>
<tr>
<td></td>
<td>Number of training workshops held</td>
<td>150 workshops held on 15 topics by March 2012</td>
<td></td>
</tr>
</tbody>
</table>

Perhaps the most common problem with indicators and targets is that they are often chosen by programme designers with relatively little thought, either because they are done in a hurry or because staff lack the experience and support to make more informed choices. Frequent problems arise as a result.
These include over-emphasising output indicators at the expense of outcome indicators; failing to predict when targets will create perverse incentives; choosing indicators for which information is difficult, expensive or impossible to collect; failing to signal the need for disaggregated data; and over-relying on quantitative indicators because they are easier to measure. These problems can be minimised by following the advice on good practice in using indicators and targets in Boxes 10.7 and Table 10.4.
Box 10.7. Good practice in using indicators and targets

- **Invest time in the process of choosing indicators and targets.** Reflect on all the options available to measure each result and refine targets and indicator sets over time as the programme, the understanding of partners, and the availability of information change.

- **Identify appropriate indicators at outcome level.** Ensure that the programme does not only monitor outputs and that there is sufficient emphasis on changes at outcome level.

- **Minimise perverse incentives.** Remember that “what gets measured gets done”. Choosing to measure one indicator may mean that the programme de-prioritises other important actions and results. Routine measurement of certain indicators can have perverse results. For example, measuring the time taken to process court cases can create an incentive for courts to work faster, but at the cost of due process.

- **Use multiple indicators or “baskets” of indicators to measure results at higher-level outcome and impact levels.** A balanced set of indicators that measure different aspects and that may combine quantitative and qualitative measures is more likely to cancel out biases.

- **Use a mix of quantitative and qualitative methods to measure indicators.** Quantitative indicators are often easier to collect and measure. However, quantitative indicators often do not give the full picture, and not every change that is important can easily be expressed in numerical format. Do not be afraid to use qualitative indicators where these are more appropriate.

- **Ensure that indicators and targets can reflect the needs and participation of various groups.** Consider how to measure changes that are relevant to the poor and the vulnerable, especially by disaggregating data and checking for measurement biases for/against certain groups.

- **Make your indicators gender-sensitive.** Measure whether men and women are equally participating in the programme activities, and insist on sex- and age-disaggregated data whenever feasible. Think about whether you need specific indicators to address the different security and justice needs of women, men, boys and girls (for example, looking at the types of human rights violations to which each group is most vulnerable).

- **Promote partnership, inclusion and ownership in setting and using indicators and targets.** Wherever possible, indicators and targets should be agreed jointly between the partner government and the international supporting organisations, and ideally with the participation of other local stakeholders and beneficiaries (this may include organisations that represent specific communities, such as women’s organisations, religious leaders, disability rights groups, etc).

- **Choose indicators that can be measured!** When identifying indicators, consider whether this information is already available, and if not, how easy it will be to collect it given the context and the resources that are available.

- **Test indicators.** Test indicators to make sure they are valid and appropriate measures of the result you want to achieve.

- **Keep it simple.** Try to measure what is most important and do it as simply and cheaply as possible. Wherever possible, use information that is already available and that is routinely collected. Build on existing information systems, particularly those of national institutions.

**Putting these principles into practice**

- Despite the importance of indicators, baselines and targets, SSR programme designers often find it difficult to set them appropriately. With this in mind, Table 10.3 gives some practical examples of how these principles can be put into action.
Given the challenges that programme designers face in setting indicators, some international actors have called for the development of standard indicator sets for SSR. Unfortunately, this is not possible for at least four reasons:

1. **Indicators must be context-specific.** Indicators must be sensitive to the local context, i.e. designed for, or adapted to it. This cannot be achieved by the “off-the-shelf” use of standard indicators.

2. **Standard indicators are unlikely to promote local ownership.** Above it is argued that the process of developing and choosing indicators jointly between local and international stakeholders can ensure genuine local ownership both of the programme and its M&E system. This is unlikely to be achieved when standard indicators are adopted (or worse, imposed), since there is little incentive to discuss whether they are useful and appropriate.

3. **SSR programmes are too diverse.** SSR programmes are so diverse in their design, scope, target institutions and approaches (including dimensions and theories of change), that it is simply unrealistic to develop either an overarching indicator set for all SSR programmes or even standard indicators for different types of SSR programmes.

4. **Better indicators are most needed at outcome level.** So far, attempts to develop indicator sets have largely looked at impact indicators, and there are a number of indices that assess themes such as the rule of law, fragility or good governance. However, while these provide clues about whether the programme is contributing to change at the highest level, it is at the outcome level – changes more directly attributable to the programme – where better indicators are most urgently required. The diversity and context-specific nature of SSR programmes means standard outcome indicators are unfeasible, if not impossible.

Further guidance on developing indicators

Although it is not advisable to adopt indicators unchanged from other sources, programme designers can still learn from indicators that have been used elsewhere. The best way to choose appropriate outcome indicators is to learn from the experience of similar programmes. With this in mind, it would be useful to maintain a database of outcome indicators that have been used in SSR programmes. This has been proposed to OECD DAC members as an action point for the future (Box 10.8).

In the meantime, programme designers may benefit from the following documents which provide indicator sets and/or advice on developing indicators in various sub-sectors of the security and justice system (Table 10.3).

<table>
<thead>
<tr>
<th>Sub-sector</th>
<th>Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>The American Bar Association's Judicial Reform Index <a href="http://www.abanet.org/rol/publications/judicial_reform_index.shtml">www.abanet.org/rol/publications/judicial_reform_index.shtml</a> A set of 30 indicators and factors which establish standards in the areas of: quality, education and diversity of judges; judicial powers; financial resources; structural safeguards; transparency and judicial efficiency.</td>
</tr>
<tr>
<td>Heading</td>
<td>Source</td>
</tr>
<tr>
<td>------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Rule of Law</td>
<td>The UN Rule of Law website: <a href="http://www.unrol.org/Default.aspx">www.unrol.org/Default.aspx</a></td>
</tr>
<tr>
<td></td>
<td>USAID’s Democracy and Governance website: <a href="http://www.usaid.gov/our_work/democracy_and_governance/publications">www.usaid.gov/our_work/democracy_and_governance/publications</a></td>
</tr>
<tr>
<td>Oversight and accountability</td>
<td>Kinzelbach K. and E. Cole (eds.) (2007), Monitoring and Investigating the Security Sector: Recommendations for Ombudsman Institutions to Promote and Protect Human Rights for Public Security, DCAF, Geneva.</td>
</tr>
<tr>
<td></td>
<td>United Nations Security Council (2010), Women, Peace and Security: Report of the Secretary-General, S/2010/498, UN, New York.</td>
</tr>
</tbody>
</table>
Table 10.4. Using principles of good practice to improve the quality of indicators

<table>
<thead>
<tr>
<th>Good practice principles</th>
<th>Example of weak practice</th>
<th>How it could be improved</th>
</tr>
</thead>
</table>
| Identify appropriate indicators at outcome level | A project aims to increase access to justice through a media campaign. It states an outcome (e.g. “Greater participation in law implementation and legal and judicial reforms”), but indicators are all at output level (number of articles published during media campaign, publication of Supreme Court decisions, number of street dramas on human rights organised, etc.) | 1) Revise outcome to clarify outcome of media campaign, e.g. increased knowledge of how to access justice services among target community; greater confidence in justice services  
2) Establish baseline: study/estimate existing knowledge of and confidence in justice services  
3) Then set indicators, baselines, and targets, e.g.:  
   • **Indicator**: % of men, women, boys and girls in the target community who say they would turn to the legal system to get justice  
   • **Baseline**: 20% in 2009  
   • **Target**: 45% by 2012 |
| Avoid perverse incentives | Aware that not enough criminals are brought to justice, programme designers set a target to increase the number or percentage of arrested suspects who are sentenced. However, to meet this target, more people are prosecuted for minor crimes that previously would only have received a caution, while the police and the courts actually spend less time on serious crimes for which convictions may be difficult to secure. | Consider the ultimate outcome to be achieved by the measure: the aim is not simply to sentence more people, but to remove serious criminals from the streets, to reduce the perception that criminals can operate with impunity, and to boost public confidence in the criminal justice system. Goal/purpose statements and impact indicators should focus on this, not on sentencing patterns.  
    Perverse incentives can sometimes be avoided by using more precise language, e.g. the number of people sentenced for serious crime. However, even then this may create incentives for the courts to sentence more people without following due process. Whenever targets are set, programme designers need to think carefully about the potential for the target to be met in a way that is not in line with the programme’s intended overall goal and impact, and establish safeguards if possible (e.g. by evaluating random cases to see whether due process was followed).  
    Another way to reduce the risk of perverse incentives is to set targets that are linked to a basket of indicators (see below) rather than only one particular change.  
    It may not be appropriate to set a target at all. Conviction rates could be used as an indicator – to provide information for analysis – without the programme setting a specific target which might give managers in the criminal justice system an incentive to behave in perverse ways. |
| Use baskets of indicators | A police reform programme uses the reported crime rate as an indicator of police effectiveness. But what does an increase in reported crimes actually mean? It could mean that there is more crime overall. But it could also mean that the public have more trust in the police and are therefore more willing to | Select indicator sets that together provide a detailed picture. Use a mix of quantitative and qualitative indicators as appropriate. Use indicators from different sources.  
    For example, if the goal is to increase public willingness to report crime to the police, indicators could be set for crime reported to the police and for crime victimisation rates as reported in an independent survey. If baseline figures show that most crimes are not reported to the police (e.g. 90% of property crime goes unreported), but that this figure has fallen to 70% after three years, this |
<p>| Use both quantitative and qualitative indicators | Continuing the example above, a police reform programme only uses reported crime and crime victimisation statistics to measure the programme’s effectiveness in encouraging the public to report crimes to the police. However, these statistics only give a shallow picture of how attitudes are changing and may fail to spot significant issues during implementation. | Indicators do not have to be numerical. It is legitimate to set an indicator such as “Public willingness to report crime to the police”, and then use a mixture of quantitative and qualitative methods to measure it. The two combined indicators above would be one way of doing this. Another quantifiable way would be to run public opinion surveys, for example asking whether people would be prepared to report personal property thefts to the police. This could be compared with the ratio of reported to unreported crime. It could also be tracked over time to see whether there is an increase in the number of people who say they would be prepared to report such crimes to the police. Other methods are non-quantifiable, such as focus group discussions. It is not possible to use focus groups to provide a numerical assessment of how attitudes are changing, but they are immensely useful as a way of exploring attitudes in much greater detail. They can highlight important issues that numerical indicators are unlikely to discover. For example, many focus group participants may say, “I would report this crime to the police, but the police station is not open when I finish work”. If programme managers receive this information as part of their monitoring system, they can explore this issue further and if necessary adapt their programme accordingly. |
| Make your indicators gender-sensitive | Two key indicators are chosen for the success of an SSR programme: the percentage of people reporting that they feel safe and secure; and the percentage of people who are satisfied with the performance of key security providers. No gender-specific indicators are required, and thus the programme fails even to recognise that domestic and sexual violence are severe problems and that state security providers refuse to take such issues seriously. | Gender-sensitive information should be collected from the assessment stage of the project to identify any major differences in how security and justice are perceived by men, women, boys and girls – and programming should proceed from this basis. This requires at a minimum that all data such as statistics and perception surveys can be disaggregated by sex. However, it is not enough simply to disaggregate existing data – new attempts to collect relevant information are also needed. This might include, for example, asking specific questions on domestic and sexual violence in household surveys (perhaps indirect questions if these are more likely to elicit useful data). Another important step would be to carry out focus group discussions specifically with women (and with a female moderator) so that participants feel able to discuss such questions more freely than in a mixed group. Those responsible for planning M&amp;E should also consider collecting qualitative and quantitative information from other relevant sources, such as women’s shelters and organisations, human rights organisations, and government ministries responsible for gender/women and children etc. In this example, one option is to state clearly that the indicator requires sex-disaggregated information – this would provide more detail on whether, for example, women and girls also feel secure and whether they are happy with the performance of security providers. Another option might be to add indicators that are more specifically related to sexual and gender-based violence, such as indicators on the (estimated) number of women who report different types of sexual violence (e.g. domestic violence, rape, sexual harassment) to the police, and the percentage of those who do who are satisfied with security providers’ responses. |
| Reflect the needs and | A programme to increase access to | Ensure that information provided for this indicator can be disaggregated into relevant categories, for |</p>
<table>
<thead>
<tr>
<th>participation of different groups</th>
<th>alternative dispute resolution (ADR) sets two indicators: “Percentage of those who have suffered a dispute in the past two years who have used ADR to resolve the dispute” and “Percentage of people who say they would be able to use ADR to resolve disputes if they needed to”. This says nothing about specific groups.</th>
<th>example: sex, age, ethnic group, income level, religion, rural/urban location, level of education, etc. This may require instructing statisticians and sociological research companies to collect this data and to disaggregate it as required. For example, disaggregating the first indicator may reveal that while 53% of those who have suffered a dispute have used ADR, only 15% are women, or that 60% of those who have used ADR are in urban locations despite the fact that 80% of the population lives in rural areas. Information on different groups can also be collected qualitatively, for example by holding focus groups with specific categories of people and exploring their opinions in detail.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use indicators that are possible to measure</td>
<td>In order to make the police more representative of the population it serves, a reform programme sets a target to bring the percentage of police officers from each ethnic group in line with the national average. However, no census has been carried out for 20 years and the Ministry of Internal Affairs does not have reliable data about how many police officers it has, let alone how many are from which ethnic group.</td>
<td>The programme cannot conduct a national census! Is it possible to estimate the ethnic breakdown of the population in a way that is not politically controversial? Equally, is there a programme component for overhauling the personnel management system and collecting data on ethnicity? If the answer to these questions is no, it is unwise to set this target as it will not be possible to measure the indicator. It would be better to find an indicator and target that achieves similar goals but can be measured more easily. For example, a target of “25% of new recruits, including at more senior levels, are from ethnic group xxx” is less far-reaching but more likely to be achieved and much easier to measure. The programme can then ensure that the ministry records the ethnic background of all new recruits.</td>
</tr>
</tbody>
</table>
Baselines

It is not possible to get a full picture of how indicators are changing over the course of the programme unless it is clear what the situation was at the start. This is referred to as a “baseline”. Wherever possible, programme designers should seek to use existing information for their baselines, not only because this is cheaper, but also because repeated use and refinement of existing material is more likely to be sustainable than undertaking stand-alone studies for each programme. As Section 3.2 suggests, potential baseline data can often be collected in the pre-design phase, even though at that point it will not be certain which indicators will be chosen.

However, establishing baselines can be problematic for SSR programmes, since they often deal with difficult contexts where little reliable information is available. This is exacerbated by cultures of secrecy within the security sector. In such circumstances, programme designers have three options.

1. They may propose revising the indicator or choosing a new indicator so that it is based on information that is already available. In some countries where government statistics may be unavailable or unreliable there may be competent civil society organisations or academic groups who are collecting and analysing similar information. For example, a government is unable to break down crime statistics according to ethnicity, but a prominent human rights organisation is recording incidences of crime against minority groups.

2. Leave the baseline (and target) empty during programme design, and then collect more information during the programme’s start-up phase. If information is required for various indicators, it is sometimes useful to conduct a separate baseline study. The design of this baseline should be strongly tailored to suit the M&E system so that it remains a useful point of comparison throughout the programme. In practice, however, such baseline assessments are rare. This is often because no resources were allocated to this during programme design, but it may also be because of the urgency of launching an SSR programme and a perception that undertaking detailed research requires too much time and resources and that is unlikely to provide useful information in a rapidly changing environment. Programme designers thus need to consider what form of baseline it is possible to establish, whether a stand-alone study is the best way to do this, and what much time and resources should be allocated to this.

3. Rely on the “analytical baseline” that is generated during the process of programme design. Programme designers usually refer to and/or generate considerable information about the conditions that exist when the programme is being planned, even if this is not systematically captured. Such information has its weaknesses. It is often based primarily on the perceptions and experience of the programme designers and is usually mostly qualitative. Nonetheless, in difficult contexts this analytical baseline may be the most that it is possible to gather, and it may be good enough for the needs of the programme.
Refining programme design: reviewing the programme’s theory of change

The underlying logic behind a programme’s intended results (outcomes and impacts) and the means employed to achieve these (inputs, activities and outputs) are variously referred to as the “theory of change”, the “programme logic” or the “intervention logic” (Table 10.5). Theories of change are seldom made explicit during the planning or implementation stages of a project, and are usually only explored at the evaluation stage, if at all. This is a missed opportunity. In many cases, SSR programmes are designed more in line with the ideas and models of international specialists than local needs and realities. Consciously reviewing the programme’s theory of change during the design phase can help to refine programme design, since it often reveals untested assumptions and/or a lack of creative thinking, and encourages more context-specific approaches.

Box 10.8. Questions to consider when deciding how to measure change

- **Have indicators been identified at each level (output/outcome/impact)?** Have appropriate indicators been chosen at each level – i.e. are they in line with what the programme can realistically achieve or influence at each result level? Has the programme struck the right balance between the indicators to monitor at each level?

- **Have targets been chosen appropriately?** Is there a clear distinction between targets and indicators? Is it necessary for every indicator to be attached to a precise target? What is the risk that this target may give incentives for perverse behaviour?

- **Have indicators been chosen according to the good practice guidelines in Table 3.2?** Have multiple indicators been used to gain a broader picture? Has a good balance of qualitative and quantitative indicators been chosen? Are indicators gender-sensitive? Will it be possible to show how the programme affects different groups and categories of people?

- **Has the programme established baseline data?** If not, has the necessary information been identified, and have resources been allocated to collect this data?

- **Are the indicators measurable?** Can the anticipated changes be measured to a “good enough” level, i.e. will it be feasible to monitor these changes using the available resources in the local context, and to evaluate results later on?

**Action point**

- **Compile a list/database of SSR outcome indicators.** International actors should consider compiling a list or database of outcome-level indicators that have been used in previous SSR programmes. This database should include: analysis (from programme staff) of the strengths and weaknesses of each indicator; any perverse incentives they caused; any challenges faced when collecting information for this indicator; which indicators work well in combination; and how to use each indicator most effectively.

**Other sources of information**

Table 10.5. Theories of change found within SSR programmes

<table>
<thead>
<tr>
<th>Theory of change</th>
<th>Example of methods</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Capacity building:</strong> National security and justice institutions will do their job better if they have greater skills and resources</td>
<td>Substantial focus on providing training and equipment, often in the absence of institutional reform, safeguards or reference to accountability and governance.</td>
<td>Hitherto the most commonly employed theory underpinning donor SSR work. Known limitations and sometimes unintended negative results.</td>
</tr>
<tr>
<td><strong>Professionalisation:</strong> Improving standards of professional conduct, self-image and esprit de corps will lead to better behaviour by staff and enhance service delivery through a sense of pride and public service that in time breeds accountability.</td>
<td>Strong focus on codes, training, conditions of service, exchanges and learning from outsiders; surprisingly little on monitoring actual behaviour through methods such as observation, surveys and user groups.</td>
<td>Favoured by both progressive senior personnel in unreformed institutions and foreign advisers. Has strong personal appeal for staff interested in career progression and meritocracy. Often informed, for better or worse, by specific views on the suitability of systems and principles applied more consistently elsewhere.</td>
</tr>
<tr>
<td><strong>Good governance and accountability:</strong> Introducing mechanisms and structures for internal or external accountability over institutions will enhance accountability through the prospect of negative sanctions against rule-breakers. In time, effective accountability mechanisms can channel public or civil society demand for further reform or better delivery.</td>
<td>Attention to the existence, setup and functioning of internal and external accountability mechanisms; to their handling of exemplary or high-profile cases; to the legal framework and application of the law in these areas; and to the political independence of security and justice institutions at operational level. May also pay attention to higher-level security sector policy development as a contribution to improved governance.</td>
<td>An approach promoted in the OECD SSR Handbook but employed only by a minority of programmes. Emphasis on external mechanisms such as parliaments, civil society and ombudsperson’s offices particularly lacking in these programmes. Often less attractive to partner governments.</td>
</tr>
<tr>
<td><strong>Institutional reform/restructuring:</strong> Given the right institutional set-up (laws, procedures, management and recruitment systems and tools), security and justice institutions and those working within them will begin to function more rationally and effectively.</td>
<td>Strong focus on re-designing institutional structures and their operating procedures in line with perceived models of best practice.</td>
<td>Particularly common for creating operational separation between MOD/armed forces or interior ministry/police. May achieve little, however, if the institutional set-up is reformed without changing the attitudes and behaviour of the politicians and managers who run them and the staff who work for them.</td>
</tr>
<tr>
<td><strong>Enhance national security:</strong> The main threats to security and justice are from external/international factors such as regional conflicts, terrorism, weapons proliferation, etc. Strengthening the capacity of national actors to combat these threats will increase security for everyone.</td>
<td>Significant resources spent on training and equipment for national security forces, particularly armed forces, policing and intelligence services. Often aims only to strengthen capacity (see above) with little thought given to whether this capacity will be used effectively and accountably.</td>
<td>The most prevalent form of donor assistance to security actors in recent years, though often not considered by donors as “SSR” or related to SSR principles and standards. Strong donor emphasis on counter-terrorism may distort national perceptions of security or redirect resources away from other pressing local needs.</td>
</tr>
<tr>
<td><strong>Enhance community security:</strong> Many security and justice concerns are essentially local in nature. Addressing security at the community level will thus have the biggest impact for improving</td>
<td>Training of police in community policing approach, often with resources for new equipment and facilities. Community safety plans, based on local perception surveys, that encourage local state and non-</td>
<td>Community policing has been popular for several years, while a broader approach to community security is more recent. Relation to and impact on state/national security and conflict dynamics</td>
</tr>
</tbody>
</table>
security and justice and can reduce the risk of violent conflict.

**Comprehensive approach:** Different elements of the security system influence each other and reform in one sector may fail if not supported by reform in an adjacent sector; therefore a comprehensive approach is needed which links reforms together across the security system.

Emphasises a system-wide approach to reform, with an overarching SSR strategy to which specific reforms of sectors and sub-sectors are subordinate. Often aims to build capacity of an overarching body such as a national security council to promote joined-up thinking.

OECD DAC policy emphasises the importance of integrated and whole-of-government approaches to SSR. However, a genuinely comprehensive approach would be highly complex and it is unclear how far or how effectively such approaches have been employed in practice.

**Enhance service delivery:** Security and justice are public goods like health and education. The public are service users who are entitled to security and justice. National security and justice institutions should be reformed with a focus on those issues and mechanisms most likely to meet demand in the near term.

Opinion surveys, workshops, etc. used to identify key public demands and expectations of security and justice; rights-based approaches that emphasise links to constitutional and legislative provisions; specific interventions for reform, support, capacity building then designed on this basis with public participation and support.

This approach is relatively new. Raises various dilemmas about how to treat security and justice as basic services in fragile and conflict-affected countries.

---

In addition to the above theories, others less frequently or not hitherto applied within SSR circles can be identified and may be adapted from other fields. These might include, amongst others, changing public attitudes, tackling societal violence, working with political elites or within peace agreements. Note also that while this table has some similarities with the dimensions of change (Section 3.4), the emphasis is different. Identifying the dimensions of change is about clarifying the main areas in which the programme seeks to achieve change, and thus what it is most important for the programme to measure. By contrast, reviewing the theory of change is about whether the approach taken is appropriate given the context and thus whether the planned activities are likely to lead to results.

---

**Box 10.9. Questions to consider in refining the programme design**

- **What is/are the theory or theories of change that underpin the programme?** Has this theory of change been consciously chosen, or is the programme design based on assumptions of what will work and/or similar programmes in other contexts?

- **Is this theory of change appropriate?** Does this approach suit the context of this programme? Are there other ways of achieving the same goals that might be more appropriate or successful in this context? If the programme displays elements of several different theories of change, are they complementary or contradictory?

---

**Other sources of information**


---

**Allocating time and resources for monitoring, reviews and evaluations**

Programme designers must ensure that plans allocate appropriate resources (including time) to monitoring and evaluation: there is no point in establishing indicators, targets and baselines if the programme does not have the money, staff and time to monitor these indicators and evaluate performance.
One of the most frequent problems is that the programme has no specific budget for monitoring and evaluation. Precise costs will depend on the complexity of the programme and which indicators have been chosen. Where programmes have identified the need to strengthen the M&E capacity and skills of local or international actors and institutions (Sections 3.1 and 3.2), this may require additional resources. In practice, programme designers may not be able to accurately predict the costs of all M&E activities, so it may be easier to allocate 5-10% of the overall budget specifically for M&E and to create a separate budget line for this. This would then cover all costs, including training in M&E for relevant staff members; collecting and analysing baseline data; establishing and maintaining data collection and storage systems; and consultant fees for independent evaluations. The budget must also include staff time to manage, analyse and review monitoring information and to prepare, manage and respond to evaluations.

As well as a budget, M&E also requires human resources. There should be institutional incentives to undertake M&E, such as a clear commitment to use monitoring information and evaluations to improve how the programme is delivered. It may also help to include responsibility for M&E in staff job descriptions.

It is also useful to establish when key monitoring and evaluation activities will take place. Some information collection requires considerable forward planning (e.g. a survey of public perceptions of security and justice). Approximate dates can be set for when management structures will review monitoring information and at what periods it will be possible to revise project strategies and implementation plans. It may also be possible to set dates for interim or end-of-project evaluations and impact assessments.

### Box 10.10. Questions to consider when allocating time and resources

- **What resources has the programme allocated to M&E?** Is there a specific budget for M&E activities? Will it be possible to monitor all indicators with these resources? Do resources need to be allocated for training? Does the budget also allocate staff time to manage and respond to monitoring information and evaluation findings?

- **Do the programme plans set times for key M&E activities?** Have times been set for regular management meetings to review monitoring information? Have approximate dates been set for interim and/or end-of-project evaluations?
Box 10.1. Checklist: Key issues during programme design

- Does the programme meet all institutional requirements for M&E?
- Do the institutions and staff who will work with this programme (both partner country and international actors) have the skills and capacity to establish and manage a monitoring system? If not, is support available?
- Are the key changes anticipated by the programme:
  - Clearly defined?
  - Feasible to achieve?
  - Linked to relevant indicators and (where appropriate) targets?
  - Possible to measure given the context and available resources?
- As far as possible, have all key stakeholders reached agreement on what changes the programme will achieve and how?
- Will the programme monitor the right balance of output, outcome and impact indicators?
- Has the programme identified all necessary baseline data, or allocated resources to collect this information during the start-up phase?
- Is the programme’s theory of change appropriate to the context?
- Does the programme allocate sufficient resources (money, human resources, time) to M&E?
4. Monitoring

Monitoring is primarily an internal management function which measures how a programme is performing. This allows managers and other interested parties to assess whether the programme is achieving the anticipated results, and to make corrections to programme design and implementation if necessary.

Monitoring is often confused with reporting. Many international donors require all major programmes to report at certain points of the programme (or at regular intervals, e.g. annual reviews). While reporting is certainly a monitoring activity, it is only part of monitoring. Monitoring also involves collecting, storing and analysing relevant information – programme managers often find it hard to report effectively because they only consider what information to collect and how to collect it when they are obliged to complete a report. Another challenge is that reporting is mostly driven by donors’ institutional management requirements. Unfortunately, the reporting process is rarely designed and undertaken with the needs of the partner country in mind. A good monitoring system should be owned by both the partner country and the international actors providing support, and is just as concerned with collecting and analysing information as it is with reporting.

Research has shown that the majority of SSR programmes have weak monitoring systems. Why do SSR programmes find monitoring so hard? The answer is probably a combination of factors, some of which are about who is managing the programme, and some of which are about the nature of SSR programmes. As noted in Chapter 1, many security sector actors do not have much experience in M&E, and without additional training and support, this can be reflected in poor programme design (Chapter 3), a lack of awareness of the importance of monitoring, and/or a lack of relevant skills and capacity among staff and institutions both at partner country and international level.

However, SSR programmes also find it difficult because of the issues they address, and the contexts in which they work. Cultures of secrecy are a major obstacle to monitoring for most SSR programmes, since good monitoring depends on good information. It is usually much harder to gather or access information about security and the work of security sector actors than, for example, information about agricultural production. The other point is that SSR is often undertaken in fragile and conflict-affected countries. In such circumstances, not only is there likely to be limited infrastructure for data collection, but the situation can change rapidly and unpredictably. This makes monitoring even more important, but even harder to do well.

With this in mind, monitoring actually requires greater preparation and commitment than in other spheres. Programme managers should therefore read this chapter carefully and ensure that they have answered all the checklist questions in Box 10.15. Monitoring can essentially be broken down into two main activities: collecting information in a useful format; and interpreting this information as a management tool. This chapter is thus divided into two parts:

1. Establishing a monitoring system

2. Using monitoring information

Establishing a monitoring system

In order to ensure that the necessary information is collected, programme managers need to establish a monitoring system that will specify what information to collect, how to collect it, when and how often to collect it, and who should collect it. This system must balance the needs of the donor institution with the partner country’s needs and capacities, and should be based on a principle of joint ownership. In fact, this is
unlikely to be a one-off activity, but rather an iterative process that gradually improves the quality of monitoring as the programme progresses. There is always space to improve the monitoring system at any point in the programme cycle.

Deciding what information to collect and how

A well-designed SSR programme will have clearly stated indicators (Chapter 3). This will help clarify the information that needs to be collected. Even in such cases, however, programme designers are unlikely to go into precise detail about the information to collect and how. Therefore, programme managers need to answer this question as early as possible, preferably in the programme start-up phase.

The questions of what information to collect and how are closely related, since there is no point in deciding to collect information which would be extremely difficult, costly, or dangerous to gather. Given the context in which most SSR programmes operate, programme managers normally have to be very strategic in deciding which information is most important to collect and finding the easiest way of doing so. The emphasis should be on deciding what information is "good enough" to allow managers and other interested parties to assess how the programme is performing. Box 10.12 suggests a number of questions that programme managers should consider when deciding what information to collect (Box 10.7 on ‘Good practice in using indicators and targets’ in Section 3.5 may also be useful). Some of the issues identified in the box are particularly significant for SSR programmes and thus deserve further discussion.

Firstly, availability of information is the biggest challenge for many SSR programmes. Programme managers should be aware that even when information is theoretically available, it may be difficult to access or to compile in a useful form. For example, in some countries, programme managers may find it very hard to gather official crime statistics from the relevant government agencies, particularly if they require the data to be disaggregated. Programme staff may end up spending significant time and effort chasing such information. Programme managers therefore have to be realistic about whether "available" information is in fact accessible. International actors may also benefit from discussing issues such as monitoring, transparency and accountability with partner country officials early on in the programme, so that there is time to build a shared understanding of why such information should be collected or made available. For example, partner country officials may feel threatened or offended if programme managers insist that government data needs to be compared with other sources of information.
Where several donors are supporting reforms in the security sector, programme managers should also assess whether it is possible to collect information jointly, in order to avoid duplication and reduce the strain on partner country systems. This is in line with point 46 of the Paris Declaration on Aid Effectiveness, which commits donors to harmonise their monitoring and reporting requirements.
Secondly, SSR touches on some very sensitive issues. Therefore, both collecting and using information for monitoring purposes may come with certain risks. For example, it may not be possible to collect information in one part of the country because it is too insecure for researchers to travel there. Asking people about sensitive issues may put them in danger (for example if a powerful local individual suspects that respondents are telling researchers the “wrong” thing). Even if there is no such danger, people may be afraid to answer honestly, so the information they give may not be fully reliable. There are also various risks associated with how sensitive information is interpreted and presented (see Section 5.2 below).

Thirdly, it is well recognised that an SSR programme in one part of the security system is often affected by what is (or is not) happening in another part of the security system. For example, a police reform programme may struggle to boost public confidence in the criminal justice system because there have been no corresponding reforms of the justice sector, or because the reform has not addressed other security system institutions with a policing function (such as the armed forces in some countries). While it is unrealistic to expect the monitoring system to study all of these linkages, it should avoid focusing too narrowly only on the direct results that the programme aims to achieve. The monitoring system should make it possible to include information on any unexpected results of the programme.

Fourthly, programme managers should consider from the start how best to ensure that women and marginalised groups are able to participate fully and equally in the monitoring process. This goes beyond seeking representative interviewees; it requires the researchers involved in the monitoring process to ensure that everyone has the opportunity to participate. This might include, for example, scheduling focus groups and interviews at times and locations where both women and men can attend; providing childcare and transportation; holding separate focus groups for certain target groups so that they can express their views more freely; and using communication tools that are accessible for non-literate groups.

Lastly, it is worth re-emphasising that programme managers need to base their judgments about what is “good enough” on a realistic appraisal of what is available or possible to collect. While accurately compiled statistics or a detailed public perception survey may seem more objective and comprehensive, in many cases this is simply not possible. There are various monitoring tools that can provide at least some useful information, and it may be better to settle on such methods (while recognising their weaknesses) rather than demanding information that cannot realistically be collected. These tools include:

- Progress reports submitted by individuals or institutions
- Key stakeholder workshops
- Expert interviews
- User group meetings
- Suggestion boxes
- Go-and-see visits and spot checks (unannounced visits)
- Exchange of views during formal meetings (e.g. technical management committee meetings, strategic management/steering committee meetings, donor coordination meetings).

Roles and responsibilities: who does what, when and how often?

Once it is clear what information needs to be collected, responsibility for information collection must then be allocated to particular institutions and individuals. This includes any external contractors who are
involved in delivering all or part of the SSR programme. It may be helpful to agree a monitoring plan which identifies what information will be collected, when, how and by whom (Table 10.6).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Info sources</th>
<th>Collection method</th>
<th>Schedule</th>
<th>Responsibility</th>
<th>Required partners</th>
<th>Dissemination plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of male and female police personnel relative to population</td>
<td>Official data from interior ministry</td>
<td>Request and review ministry data</td>
<td>Annual</td>
<td>Programme manager</td>
<td>Interior ministry</td>
<td>Quarterly stakeholders meeting</td>
</tr>
<tr>
<td></td>
<td>Random spot-checks at police stations</td>
<td>Field-monitor visit</td>
<td>Biannual</td>
<td></td>
<td>National civil society organisation network on public safety</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Programme manager</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of male and female people reporting that they are worried about being victim of crime</td>
<td>Survey of public perceptions of security</td>
<td>Household survey undertaken by independent sociological research company</td>
<td>Annual</td>
<td>Programme manager</td>
<td>Independent sociological research company</td>
<td>Annual review panel</td>
</tr>
<tr>
<td></td>
<td>International crime victimisation survey</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Findings of survey published and advertised</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Creating appropriate ownership of the monitoring system

*How* monitoring is carried out can be just as important as *what* is done. Monitoring must be informed by and respectful of key principles such as local ownership, gender equality and conflict sensitivity. Furthermore, without local ownership and participation, partner country actors are less likely to feel ownership of monitoring data and are thus less likely to act on them. There is thus a need to create an appropriate ownership structure for the monitoring system from the start.

The SSR programme should create a monitoring system that will be sustainable beyond the life of the programme, and should thus aim to gradually increase local capacity and ownership as the programme develops. However, for the duration of the programme, what is really needed is joint ownership of the monitoring system between the external actor(s) providing assistance and key stakeholders in the partner country. This might involve:

- Ensuring that all relevant local and donor stakeholders (including non-governmental actors) are included in the management and reviewing structures that will oversee the monitoring system and act on monitoring information.

- Ensuring that these structures allow for the full and equal participation of women.

- Ensuring that they also include other relevant actors, such as other official bodies (national statistics offices, audit offices, etc.), other relevant ministries beyond the security system (ministry of education, ministry for women, etc.), members of the legislature (including opposition parliamentarians), and also civil society participation where appropriate.
• Agreeing how information will be shared between donor and local actors (including the general public and/or non-governmental actors where it is appropriate to share such information), and putting procedures in place for this information sharing to take place.

• Identifying where M&E processes and structures most require improvement (at the national level, but possibly also at the donor level) and both donor and national government actors taking appropriate steps to make such improvements.

Box 10.13. Questions to consider when establishing a monitoring system

- **What information must be collected?** What information is essential to report on key indicators and targets set in programme documents? Do baseline data still need to be collected?

- **What information can be collected so that it is “good enough”?** (See Box 4.1)

- **How will this information be collected?** What methods and tools will be used to collect this information? How long will this take and how much will it cost?

- **When should this information be collected, and how often?** How long will it take to collect this information? How regularly should it be collected (monthly, quarterly, annually)?

- **Who is responsible for collecting this information?** Which people or institutions should collect this information? Who is responsible for ensuring that this information is received?

- **Is the monitoring system jointly owned?** Does the system promote local ownership, broad participation and gender equality? Are there plans in place to transfer ownership gradually to local partners as the programme develops?

**Other sources of information**


---

**Using monitoring information**

The primary purpose of collecting monitoring information is to allow programme managers to understand how the programme is developing. This can help to:

- Check that activities are being implemented as planned (by reviewing output indicators).

- Assess whether the programme is achieving the planned changes at outcome (and impact) level.

- Monitor the context in which the programme is operating.

- Assess conflict sensitivity, *i.e.* how the programme is affecting and being affected by conflict dynamics. This is particularly important for SSR programmes.

On this basis, programme managers can then decide whether any changes need to be made to programme design and implementation. They may also make changes to the monitoring system if better or different information is required.

Most monitoring information can also be shared more widely with other interested parties and with the general public. This can build support for the programme by demonstrating what it has achieved so far. It also helps to promote transparency and accountability in the security sector. However, it may not be possible to publish all monitoring information (see below).
The process for reviewing monitoring information depends on the needs of the programme and the type of information. Some information will be used by programme staff as it becomes available in order to inform day-to-day management. At a more formal level, most SSR programmes have regular management meetings, and this is an opportunity to review and respond to monitoring information more systematically.

Using monitoring information is largely self-explanatory and does not require detailed guidance. From an SSR perspective, there are two points that are worth emphasising. Firstly, it has already been noted that most SSR programmes will have to make do with information that has weaknesses but is good enough. However, there is a risk that when programme managers come to review monitoring information and make decisions, they do not take the weaknesses of this information into account. This might lead them to misinterpret the data or be over-confident about their conclusions. Monitoring information is only as good as the people and systems that interpret it. Indicators indicate, but they rarely show the whole picture, and the less good-quality information that is available, the more important it becomes for programme managers to use experience and common sense in interpreting the data they receive.

Secondly, it has already been noted that monitoring systems may need to collect very sensitive information. It is essential that not only are SSR programmes conflict-sensitive, but so are their monitoring systems. This means that programme managers must carefully decide which information to share with other stakeholders, including the general public. On the whole, programme managers should try to publish as much information as possible to promote transparency and accountability, but they must always consider whether this information might influence political or conflict dynamics. If this is a risk, this does not necessarily mean that the information should be suppressed; it does however mean that it needs to be presented in a responsible and conflict-sensitive manner, particularly when shared with the media.

Box 10.14. Questions to consider when using monitoring information

- How is the programme performing? What progress is being made with planned outputs? What progress is being made towards achieving planned results (outcomes and impacts)? What can be learned from recent programme activities?
- Is the programme conflict-sensitive? How has the programme been affected by conflict dynamics? What impact is the programme having on conflict dynamics?
- Has the data been interpreted correctly? What conclusions can realistically be drawn from the existing information?
- How has the context changed? What does this mean for the programme and for risk management? Are the project inputs, activities and outputs still relevant?
- Do programme designs or implementation plans need to be revised? Do programme workplans need updating? Does programme design require any fundamental changes? Are there any targets that are unrealistic or are encouraging perverse behaviour?
- Does the monitoring system need to be revised? Is there a better way of collecting the information that is required, or compiling it in a more useful format? Is any new information required? Is there any information that does not need to be collected anymore?
Box 10.15. Checklist: Key issues for collecting and using monitoring information

- Do all programme staff and partner institutions understand why monitoring is important, and have the skills and capacity to undertake monitoring?
- Is the information collected “good enough” for management purposes? What information must be collected?
- Is it clear what information will be collected, how, when, how often, and by whom?
- Is the monitoring system jointly owned between the partner country and the donor institution(s)?
- Are women and men participating equally in the monitoring system?
- Are programme managers interpreting monitoring information correctly, and using it as a basis for revising programme design and implementation plans?
- Is the system monitoring how the SSR programme is affecting and being affected by conflict dynamics, and is monitoring information presented in a conflict-sensitive manner?
5. Evaluation

Whereas monitoring is a continuous process, evaluation is a distinct activity that aims to assess in greater depth how a programme, policy, institution or web of institutions is performing or has performed. The main purposes of evaluations are to enhance accountability (i.e. to show how well the programme works, and thus whether resources have been used effectively and responsibly) and to learn lessons that can improve future programming (Chapter 2).

Unfortunately, both programme staff and partner country stakeholders often approach evaluations with limited enthusiasm. There are three main reasons for this. Firstly, the evaluation may feel imposed (this is not only a concern for local stakeholders; international staff at field level may also feel that the evaluation is being imposed by headquarters). Secondly, the evaluation may be poorly designed, leaving staff unclear why it has been commissioned or what it is supposed to achieve. Thirdly, programme staff may be reluctant to invest time and effort in the evaluation because they are sceptical about anything changing as a result. These problems can be avoided by ensuring that the commissioning process is owned by all stakeholders, that the purpose of the evaluation is clear and that a suitable methodology has been identified (Section 5.1). Senior programme managers must also demonstrate a willingness to respond to the findings of the evaluation (Section 5.4).

In most cases, evaluations should be external and independent. Since this toolkit is primarily aimed at SSR programme managers and designers, this chapter does not provide guidance on how to undertake an evaluation, so much as how to plan, manage and respond to one. However, this chapter will also be of interest for professional evaluators as it identifies how and why evaluations of SSR programmes may differ from evaluations in other spheres. The guide questions for SSR programmes (Section 5.2) are particularly useful when evaluators and programme managers are working together to agree or finalise the scope and methodology of the evaluation.

This chapter has four parts:

1. Commissioning an evaluation: Who designs the evaluation, what should it evaluate, and how?
2. Evaluation criteria and guide questions
3. Managing the evaluation
4. Follow-up: Publishing and responding to the evaluation

Commissioning an evaluation: Who designs the evaluation, what should it evaluate, for whom, and how?

As noted above, evaluations can feel imposed if the commissioning process is dominated by the donor, particularly if the demand for an evaluation is driven from headquarters. If local partners and programme staff feel little ownership over the evaluation, they are less likely to respond to its findings, and it is less likely to promote learning and accountability. The principle of local ownership should therefore be central to how the evaluation is designed, managed and used.

If the SSR programme’s monitoring system is grounded in joint ownership (Section 4.1), it should be possible to use the same mechanisms for evaluation. Even if this has not been done, some form of joint management panel involving partners should still be established for the evaluation. Programme managers should also consider commissioning an evaluation jointly with other donors/institutions for co-funded programmes and for more ambitious types of evaluation such as sector evaluations and thematic
evaluations (see below). This promotes harmonisation of aid and reduces the burden on partner country M&E systems.

Establishing the purpose and scope of the evaluation

Having established a suitable management structure, the next step is to agree the purpose and scope of the evaluation. Evaluations are generally held to have two main purposes: to show whether the programme ‘works’ and thus demonstrate that the programme is accountable; and to allow lessons to be learned which can inform future programming (e.g. further security and justice provision in that country; further international assistance to an SSR programme in that country; similar SSR programmes/activities undertaken in other countries; or new policies and tools relating to SSR).

What is less widely acknowledged, however, is that there may be other purposes for commissioning an evaluation, such as:

- Informing future funding decisions.
- Judging the performance of external contractors, key stakeholders in partner countries, and even international actors.
- To send political messages to key stakeholders, where those commissioning the evaluation expect (or ensure) that it will reach certain conclusions.

These purposes may not be complementary. For example, programme staff and partners are less likely to talk honestly during an evaluation about the challenges they faced if they know its overriding purpose is to determine funding allocations. Such evaluations will therefore have limited use for lessons learning. In reality, these competing purposes will often exist in parallel and cannot always be reconciled. Nonetheless, whenever possible these factors should be consciously recognised when evaluations are being designed, and differences between competing purposes should be minimised.

It is also worth thinking carefully about the scope of the evaluation. Traditionally, most evaluations operate at the programme level because managers want to know whether the programme is working. Even at this level, however, evaluations can focus on several different levels of the results chain (Section 3.4), though they usually review results at outcome and impact level. Evaluations should only look in detail at outputs if there have been serious problems with programme implementation that require investigation.

Evaluations of a higher, more systemic nature are starting to become more common. These can look at the nature and quality of donor support to security and justice systems as a whole, evaluating the results of mechanisms such as sector-wide approaches (SWAps) and budget support. They can also take a wider overview of the security system in the partner country, evaluating broader dynamics and security management and governance (and then perhaps assessing the impact of the SSR programme within this wider context). Such evaluations are more complicated, costly and time-consuming, and are unlikely to be commissioned for a specific SSR programme. Nevertheless, programme managers should be aware of such evaluation types as they can provide important insights into many vital practical and structural elements of SSR. The main donor institutions should thus consider whether it is possible to commission more systemic evaluations, preferably jointly. Table 10.7 provides examples of how SSR can be evaluated at these different levels.
### Table 10.7. Levels of evaluation for SSR

<table>
<thead>
<tr>
<th>Scope of evaluation</th>
<th>Description</th>
<th>SSR example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project evaluation</td>
<td>Evaluation of individually planned activities designed to achieve specific objectives within a given budget and time period.</td>
<td>Evaluation of project providing human rights training to police officers</td>
</tr>
<tr>
<td>Programme evaluation</td>
<td>Evaluation of a coherent set of activities in terms of policies, institutions or finances, usually covering a number of related projects or activities in one country.</td>
<td>Evaluation of multi-year justice reform programme</td>
</tr>
<tr>
<td>Sector evaluation</td>
<td>Evaluation of a single sector/system or sub-sector</td>
<td>Evaluation of reform dynamics in the security system as a whole or in a sub-sector such as policing or defence</td>
</tr>
<tr>
<td>Evaluation of developmental aid instruments</td>
<td>Evaluation of a specific instrument or channel for development aid funding. Usually cross-country and cross-sectoral</td>
<td>Evaluation of effectiveness of technical assistance such as provision of equipment to police services; evaluation of sector-wide support to justice, law and order sector</td>
</tr>
<tr>
<td>Country programme evaluation (all types of development assistance to one country)</td>
<td>Evaluation of the combined cross-sectoral support provided by a single funding agency to a partner country. This could be done as a joint multi-stakeholder evaluation.</td>
<td>Evaluation of all support provided to a country, including SSR, and link between SSR and other objectives, such as poverty reduction</td>
</tr>
<tr>
<td>Country development evaluation (all types of development assistance to a country from a partner country perspective)</td>
<td>Evaluation of the combined cross-sectoral support of all funding agencies to a partner country. Can include trade, donor and policy coherence, and often in relation to the country’s poverty reduction strategy.</td>
<td>Evaluation from country perspective of how donors have provided support, including to SSR, and how this relates to the country’s own priorities</td>
</tr>
<tr>
<td>Evaluation of partnerships and global funding mechanisms and institutions</td>
<td>Include the evaluation of NGO partnership schemes, global funds, global public-private partnerships and global institutions such as the UN agencies.</td>
<td>Evaluation of agencies providing support for SSR, such as UNDP and the UN Department of Peacekeeping Operations (DPKO)</td>
</tr>
<tr>
<td>Thematic evaluations at global and national level</td>
<td>Evaluation of selected aspects of different types of development aid instruments, e.g. influence on trade negotiations, environment, gender, HIV/AIDS or evaluating a range of sector programmes in different countries.</td>
<td>Evaluation of impact of SSR programmes as a form of assistance, evaluation of the effectiveness of SSR programmes in different contexts around the world</td>
</tr>
</tbody>
</table>


Table 10.6 moves from small, project-level evaluations through to global thematic evaluations. It should be noted that project and sub-sector evaluations would not strictly be SSR evaluations, since they look only at one aspect of the security system, rather than the system as a whole. For example, they may evaluate the police, border or prison sectors and/or programmes to reform these sub-sectors, but they do not address the cross-cutting nature of SSR.

Lastly, it should also be clear *when* the evaluation will take place. Evaluations may be held at several points in the project cycle, but they are most frequent either during implementation (interim evaluation) or after the programme is over (end-of-programme evaluation). Most end-of-programme evaluations happen...
immediately after the programme is completed. However, SSR usually involves long-term changes that are sustained long after the programme has finished; there is thus a need for assessments that are carried out two to three years later to evaluate whether any lasting impact has been achieved.

Choosing an appropriate methodology

It is also necessary to decide what methodology the evaluation should employ. It is common for those commissioning the evaluation to define the methodology in some detail in the terms of reference (TOR) for the evaluation. However, while it may be useful to have a general idea of how the evaluation will be carried out, it is better not to be too prescriptive at this stage. Evaluation specialists are more likely than programme managers to know what is the most appropriate way of running the evaluation, and it would be better to reach mutual agreement once an evaluation team has been selected (see Section 5.3). Furthermore, it often becomes necessary to adapt the methodology during the evaluation process as evaluators understand more about the programme and the context in which it is operating.

Nonetheless, programme managers should be aware of some of the main methods that are available, particularly when it comes to analysing how the programme has contributed to the achievement or otherwise of higher-level impacts (Box 10.16).

<table>
<thead>
<tr>
<th>Box 10.16. Methods for measuring impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>As noted in Section 3.4, it is not normally feasible to attribute changes that occur at the impact level directly to specific programmes and interventions. However, this does not mean that it is impossible to study the impact of a programme and the degree to which it has contributed to higher-order changes. But this does require more sophisticated techniques than more basic evaluations usually employ. A vast range of methods have been developed in recent years to address such questions. Some of the most popular include:</td>
</tr>
<tr>
<td>• Impact assessment/evaluation. The terms “impact assessment” and “impact evaluation” are used by different actors in different ways and can refer to several different forms of evaluation. Here we use it to refer to the use of “counterfactual” analysis of the impact of an intervention on final outcomes. A counterfactual analysis compares what actually happened with what might have happened had the intervention not taken place. This is done by comparing a range of data for areas/groups where the intervention took place (sometimes selected randomly) and for similar areas/groups not affected by the intervention.</td>
</tr>
<tr>
<td>• Contribution analysis. Contribution analysis seeks to provide plausible evidence of the difference that a programme is making to observed outcomes. It was first proposed by John Mayne in Canada in 1999, and has since been adapted for use in development contexts. The idea is to assess the programme logic, analyse the results that have been achieved (usually using existing M&amp;E structures), to consider alternative explanations for these results, to build a “story” about the contribution the programme has made, and then test this story with stakeholders.</td>
</tr>
<tr>
<td>• Outcome mapping. Designed by the International Development Research Centre, outcome mapping is an evaluation tool that focuses outcomes on changes in behaviour of individuals, groups and institutions and the relationship between these individuals and groups. It thus approaches impact in a very different way from traditional methodologies that focus on more tangible “products” of a programme. This methodology may be particularly useful for SSR programmes where changes in attitudes and behaviours (e.g. among senior officials working in security and justice institutions) is just as important as any specific practical changes that occur.</td>
</tr>
</tbody>
</table>

More information on these forms of evaluation can be found in the Additional Resources section at the end.

Programme managers also need to decide whether the evaluation will be external, internal or participatory (Table 10.8). External and internal evaluations are both driven by expert evaluators; the main difference is that while external evaluations should be done by evaluators who are totally independent of the
programme and have no stake in its outcome, internal evaluations are done by staff from within the institution (but not by programme staff themselves). Many donor institutions require most evaluations to be external and independent so that they are credible for accountability purposes; other internal mechanisms may therefore be needed to promote lessons learning.

By contrast to these forms of evaluation, in participatory evaluations the evaluators play the role of facilitators rather than experts. The aim is to mobilise a community to evaluate a project according to its own terms and criteria. Participatory evaluations help to create local ownership of programmes and to ensure that they are genuinely in line with local needs and priorities; in practice, however, they have rarely been used for SSR programmes, which have tended to employ a top-down logic of intervention and evaluation.

Table 10.8. The differences between external, internal and participatory evaluation

<table>
<thead>
<tr>
<th>Who?</th>
<th>External</th>
<th>Internal</th>
<th>Participatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert evaluators with no stake in the outcome of the evaluation</td>
<td>Expert evaluators within the institution(s) commissioning the evaluation, but operationally separate</td>
<td>Community members, in collaboration with project staff and external facilitators</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>What?</th>
<th>External</th>
<th>Internal</th>
<th>Participatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance evaluated against formally-defined standards, often with reference to formal goals and objectives</td>
<td>Community members and other participants set their own standards of success</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>How?</th>
<th>External</th>
<th>Internal</th>
<th>Participatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluators control data collection and analysis. Scientific criteria of objectivity. Outsider perspective</td>
<td>Self-evaluation. Collaborative process of data collection and analysis</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Advantages/disadvantages</th>
<th>External</th>
<th>Internal</th>
<th>Participatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most likely to be objective</td>
<td>Independent evaluators required for accountability purposes</td>
<td>Internal evaluators better understand institutional specifics</td>
<td>Participation puts beneficiary voices first</td>
</tr>
<tr>
<td>Independent evaluators required for accountability purposes</td>
<td>External actors may bring fresh eye and new perspectives to programme</td>
<td>May be most useful for lessons learning as less “threatening” to programme staff</td>
<td>Participation encourages local ownership and empowerment</td>
</tr>
<tr>
<td>External evaluators may not sufficiently understand context, structural obstacles, opportunities for change</td>
<td>External evaluators may not sufficiently understand context, structural obstacles, opportunities for change</td>
<td>Less credible if shared with other stakeholders</td>
<td>Greater scope for ensuring participation of women, minorities and marginalised groups</td>
</tr>
<tr>
<td>Evaluation may be more relevant to local needs/perspectives</td>
<td>Evaluation may be more relevant to local needs/perspectives</td>
<td>Evaluation may not answer questions that are important to other stakeholders</td>
<td>Evaluation may not answer questions that are important to other stakeholders</td>
</tr>
</tbody>
</table>
Evaluation criteria and guide questions

The OECD DAC has agreed five standard criteria for the evaluation of development: relevance, efficiency, effectiveness, impact and sustainability. These provide a basis for the evaluation of SSR programmes, but they can be expanded to include other important issues that are often overlooked or only poorly addressed. This toolkit thus suggests four extra criteria and expands the focus of sustainability to emphasise questions of ownership:

- **Coherence.** OECD DAC guidance promotes “whole-of-government” approaches to development support to SSR. This criterion focuses on whether the support and initiatives of different international actors and departments are operating together in a coherent and strategic fashion.
- **Co-ordination and linkages.** While coherence focuses on how donor support is provided, this criterion looks at co-ordination between different parts of the security system and how this is promoted by SSR programmes. It also looks at links between SSR and other government strategies, such as poverty reduction strategies.

- **Consistency with values.** The long-term impact of SSR programmes often depends as much on whether it has succeeded in promoting key principles and values in security governance as it does on providing specific skills, equipment or structures. It is also essential that the SSR programme itself upholds these values. Consistency with values is thus an important focus for evaluation.

- **Sustainability and ownership.** Although in theory it is obvious that programmes must be locally owned to achieve sustainable results, many SSR programmes have not paid sufficient attention to local ownership of either the programme itself or the system it creates.

Table 10.9 translates these criteria into guide questions for evaluations. This list is not intended to be comprehensive, but to provide inspiration to evaluators and those commissioning evaluations. It should help them to decide how deeply to focus on each criterion and to choose which questions are most important for each evaluation.

**Table 10.9. Evaluation criteria and guide questions**

| Relevance / appropriateness | Is the intervention consistent with the justice and security concerns facing the state and its population? How urgent is it from the point of view of different target groups, particularly the poor and vulnerable, as well as for women vs. men, in light of their different security needs and the way in which these are met?  
|                           | Is the intervention based on an up-to-date context assessment, covering (as appropriate) conflict drivers, security and justice needs, institutional needs and capacities and drivers of change and political will?  
|                           | Is the intervention in tune with the policies and administrative systems of the country and/or relevant international counterparts in the areas of development, security and peacebuilding?  
|                           | Is the intervention a technically adequate solution to the security and justice problems facing the country and its population? Over time, will it address the main security and justice problems facing the country and its population?  
|                           | Does the intervention balance considerations of long-term capacity-building for the state with more immediate service delivery, including through non-state mechanisms?  
|                           | Has the intervention responded to changing circumstances over time?  
|                           | Is the intervention consistent with donor policies and priorities?  
| Effectiveness             | To what extent do changes in the intervention’s area of coverage match the intended outputs, purpose and goal?  
|                           | To what extent are observed changes the result of the intervention rather than other factors?  
|                           | What are the reasons for the delivery or non-delivery of the intervention’s specified objectives?  
|                           | What can be done to make the intervention more effective?  
| Efficiency                | Has the intervention been managed with reasonable regard for efficiency?  
|                           | What measures were taken during planning and implementation to ensure that resources are efficiently used?  
|                           | Could the intervention have been implemented with fewer resources without reducing the quality and quantity of the results?  
|                           | Could more of the same result have been produced with the same resources?  
|                           | Could an altogether different type of intervention have solved the same development problem but at a lower cost?  
|                           | Was the intervention economically worthwhile, given possible alternative uses of the available resources?  
| Impact                    | What are the intended and unintended, positive and negative, effects of the intervention on people and institutions? How has the intervention affected the well-being of different groups of
stakeholders, including women, men, boys and girls?
- What do beneficiaries and other stakeholders affected by the intervention perceive to be the effects of the intervention on themselves?
- To what extent has the intervention contributed to the strengthening (including capacity and accountability) of institutions? To what extent has the intervention led to the development and improvement of relevant policies?
- To what extent can changes that have occurred during the life span of the intervention or the period covered by the evaluation be identified and measured?
- To what extent can identified changes be attributed to the intervention? What would have occurred without the intervention?

| Sustainability and ownership | • What steps have been taken to create processes, structures and institutions through which the population can access justice and security over the long term? Has human as well as institutional capacity been built?
|                           | • Is the intervention consistent with partners’ priorities and effective demand? Is it supported by local institutions and well integrated into local social and cultural conditions?
|                           | • Has the intervention sought to build effective management and leadership of reforms? Did partner country stakeholders (including civil society and oversight actors, women and men, representatives of marginalised groups) participate in the planning and implementation of the intervention?
|                           | • Were the goods, services and technologies provided during the intervention to partner institutions appropriate to the economic, educational and cultural conditions in the partner country?
|                           | • Do partners have the financial capacity to maintain the benefits from the intervention when donor support has been withdrawn? Is a credible exit strategy envisaged or in place? |

| Coherence | • Are different departments within individual donor governments co-operating sufficiently to an agreed strategy and policy agenda? Are mechanisms in place for “whole-of-government” support to SSR?
|           | • To what extent, if any, are donor concerns with “hard” security issues (e.g. counter-terrorism) in conflict with development-style SSR objectives?

| Co-ordination / linkages | • What steps have been taken to forge strategic engagement across the security and justice system, working across the different levels and institutions that make up the system?
|                           | • Where possible, has the intervention forged links with other relevant programmes and frameworks, including (as relevant) peace support operations, post-conflict recovery and peacebuilding strategies and frameworks, and national development frameworks, such as poverty reduction strategy papers and gender equality plans?
|                           | • Is the intervention consistent and complementary with activities supported by different donor organisations (if present)?

| Consistency with values | • Does the intervention promote norms of good and democratic governance, respect for human rights and the rule of law?
|                        | • Is the intervention designed and carried out in accordance with basic governance principles of transparency and accountability?
|                        | • Does the intervention promote equitable access to justice and security for populations, including the poor and vulnerable, men and women?

**Managing the evaluation**

Since evaluations are generally run by independent evaluators, programme managers should not interfere in the actual process of undertaking an evaluation. Nonetheless, there are various practical steps for which programme managers are responsible, some of which require extra thought for SSR programmes. These include:

- Drafting terms of reference and hiring an evaluator or evaluation team
- Clarifying stakeholder involvement
- Assessment of risk and conflict sensitivity
• Summarising the theory of change for evaluators

The terms of reference (TOR) state what is required from the evaluation. They provide a template for hiring independent evaluators and then act as the main guidance document to ensure that the evaluation is implemented correctly. They include information such as the objectives of the evaluation, available resources, timing, cost, management arrangements, and the products that the evaluation is expected to deliver. They usually also set out the skills, knowledge and other qualities that an evaluator or evaluation team should have. From an SSR perspective, there are three key criteria for evaluators/evaluation teams that can be difficult to meet simultaneously:

• **Evaluators who combine technical knowledge of SSR with M&E experience, including experience of gender and security issues** (or an evaluation team which together combines the appropriate knowledge).

• **Evaluators with knowledge of the political and social context in the country/area where the SSR programme is taking place.** If there enough resources to hire a team rather than an individual, the team should include a national of the partner country wherever possible; at the least, the evaluation team should include evaluators who speak the local language(s).

• **Evaluators who have or can easily acquire security clearance.** For some sensitive evaluations (e.g. intelligence reforms, SSR in stabilisation environments), evaluators may need security clearance in advance, or vetting time must be factored into planning.

Programme managers should try to ensure that the evaluation encourages broad stakeholder involvement and participation. Evaluations of SSR programmes are often based on a limited number of interviews with international programme staff and partner country officials, with little or no attempt made to seek the views of other interested parties, including the communities that are intended to be the ultimate beneficiaries of the programme. Another common flaw is that often little is done to ensure the suitable participation of women and men (and where appropriate, boys and girls as well). Managers should not be prescriptive about how evaluators should meet, but they can help evaluators to seek the views of as many (groups of) people as possible by suggesting possible targets, sharing contact information, and helping to organise meetings and other research events if necessary.

Another important task for SSR programme managers is to assess any potential risks related to the evaluation. What controversies or issues may surround the evaluation (values, politics, personalities), and what impact might they have? What does this mean in terms of conflict sensitivity, and is there a more conflict-sensitive way to approach the evaluation?

In particular, SSR programme managers should be aware of any risks to physical security related to the evaluation. An important question to ask is: Who or what might be at risk? Are there any physical threats to evaluators (for example by travelling to certain areas or researching certain issues)? Could other people be placed at risk by any evaluation activities: for example, if evaluators to wish to interview opposition groups or marginalised and vulnerable communities about their perceptions of security and the SSR programme, but powerful stakeholders are opposed to this, what are the risks to these groups? How will any sensitive information be handled? How will expectations be managed so that interviewees do not feel that their honesty has been exploited as they see nothing in return?

When any such risks have been identified, managers must then develop a strategy for managing or avoiding them. The conflict sensitivity of the evaluation needs to be monitored **constantly** (not only at the start), since conflict dynamics may change rapidly in fragile environments.
Programme managers can help evaluators immensely by providing a summary of the theory of change underpinning the programme (Section 3.6). As noted above, SSR programmes are often vague about their overall objectives, either because of poor design, because the programme set deliberately vague objectives to allow it space to develop over time, or because the real objectives have been deliberately obscured in programme documents due to their sensitivity and the risk that key stakeholders might resist if the objectives are clearly stated from the start. If evaluators are not aware of the programme’s theory of change, the evaluation may miss the point; if this has never been explicitly stated, evaluators may have to spend considerable time with managers and project staff seeking to draw out the theory of change. Therefore, if programme managers can provide a summary of the programme logic to evaluators (in some cases, this may need to be done privately and not included in evaluation documents), this can greatly improve the quality of the evaluation.

**Box 10.18. Questions to consider for managing the evaluation**

- **Do the evaluator(s) have the right skills and characteristics?** Do they have knowledge of both SSR and M&E? What is the gender balance and are there any evaluators with knowledge of gender and security issues? Do they understand the local political and social context? Do they have or do they need security clearance for this evaluation?
- **Are the evaluator(s) meeting with as many (groups of) people as possible?** Can programme staff suggest and/or help to organise meetings with a wide range of stakeholders and beneficiaries? Are separate meetings necessary with women, men, boys and girls?
- **Are there any risks to physical security or conflict sensitivity associated with the evaluation?** Do any evaluation activities threaten the physical security of either evaluators or those individuals and communities that are evaluated? Are there any questions or activities that are particularly sensitive and need to be handled very carefully?
- **Do the evaluator(s) understand the programme’s theory of change?** Is the theory of change obvious from programme documents? Are there any objectives that have deliberately not been mentioned in programme documents? Is it necessary for programme managers to provide a summary of the theory of change to evaluators?

**Following up: publishing and responding to the evaluation**

The follow-up period begins long before the evaluation is officially published, from when the evaluators begin to draft the final report.

One reason why many evaluations do not have much impact is that decision makers find their format inaccessible. While this problem is not specific to SSR, it is a very important one, and thus deserves brief guidance. Programme managers should discuss presentation with the evaluators early in the report-drafting process. Several key principles should apply:

- **Use accessible language:** The evaluation report should avoid jargon and present information in as clear and simple a format as possible. This is particularly important so that it is accessible to partner country stakeholders for whom English may not be their first language.

- **Be realistic.** The evaluation needs to be based on a realistic analysis of the wider context in which the programme is taking place, and acknowledge any structural and contextual limitations that affect what is possible.

- **Provide actionable recommendations.** Recommendations must not only be realistic, they must also be actionable, *i.e.* it must be possible for a specific actor (the partner government,
international actor(s), local civil society organisations, etc) to act on the recommendation in a coherent fashion.

- **Prioritise recommendations.** Recommendations should be prioritised, indicating which are most important and which are of secondary importance. Long lists of recommendations that are not prioritised are off-putting and likely to be ignored.

Once the evaluators have prepared an initial draft of the evaluation report, it will normally be appropriate to provide key stakeholders with a chance to review and respond before it is circulated more widely. This may take the form of a validation workshop, where the main findings of the evaluation are presented to stakeholders, or the report may be circulated for comment. This acts as a quality control, allowing key stakeholders to propose corrections regarding any information they believe to be factually wrong and to suggest clarifications/improvements where they disagree with the findings or recommendations. However, no one should have any form of veto over the evaluation: key stakeholders can review the evaluation and propose changes, but the evaluators retain independence and the right to present the findings as they believe to be accurate.

Conflict sensitivity is a particular concern when publishing evaluations of SSR programmes. In some cases, it may be appropriate to prepare two versions of the evaluation report: a full report which is shared with a restricted number of people; and an edited version that is distributed more widely. This is because evaluations of SSR can touch on issues that are highly sensitive, especially if they are critical of certain actors within the partner country. In such circumstances, it may be appropriate to restrict access to some findings (rather than removing these findings from the evaluation entirely).

Lastly, once the evaluation report has been published, a response must be prepared. This avoids the report being left unread on a shelf. Key stakeholders at both international and partner country level should review the evaluation and prepare a response indicating what action they intend to take. Some institutions already require senior decision makers to publish an official response to certain types of evaluations; while this would appear to be good practice, there is still a risk that a formal response will not lead to appropriate changes, even if a commitment is made on paper. There needs to be genuine commitment, across all levels of the institution, to learn from the evaluation. Building this depends on the institutional culture and the incentives to learn (see action point in Box 10.19). If there is not a positive institutional framework for M&E well before the evaluation is published, the evaluation itself is unlikely to lead to significant change. Similarly, if local ownership of the evaluation has not been established at an earlier stage, local stakeholders may feel little obligation to act upon its findings.
Box 10.19. Questions to consider for the evaluation follow up

- **Is the evaluation presented in an accessible format?** Is the language easy to understand? Are recommendations actionable (i.e. realistic to act upon)? Is there any prioritisation of recommendations indicating which are the most important?

- **Have key stakeholders had the chance to review and respond to the evaluation before publication?** Do they understand that they can suggest – but not demand – changes and clarifications?

- **What is the likely impact on conflict dynamics of publishing the evaluation?** Is it necessary to restrict access to certain findings? Can an edited version be made available?

- **What response is required to the evaluation and by whom?** Is there any institutional obligation to respond to the evaluation? Should senior decision makers and/or programme managers publish a formal response to the evaluation, detailing what actions they intend to take? Can international actors issue a joint response with partner country officials?

**Action point**

- International actors should review their requirements for responding to evaluations, and consider making it obligatory to publish a response to certain types of evaluation. This response would list what actions they intend to take following the evaluation.

---

Box 10.20. Checklist: Key questions when designing, managing and publishing an evaluation

- Who controls the process of commissioning and sharing the evaluation? Can local stakeholders (including field-level international programme staff) input into its design and management?

- Is the primary purpose and the scope (programme/sector/systemic/thematic) of the evaluation clear, and has it been agreed by all key stakeholders?

- Is the methodology appropriate, and has it been agreed with the evaluator(s)?

- Do the evaluator(s) have all of the necessary characteristics, such as knowledge of M&E, knowledge of SSR programming, gender expertise and knowledge of the local context? Do they have or need security clearance?

- Has there been an assessment of the risks to physical security both for evaluators and the individuals and communities that are contacted? If risks have been identified, is there a strategy for risk management/avoidance?

- Is the evaluation conflict-sensitive, i.e. is there any risk that the evaluation could negatively affect conflict dynamics?

- Who should respond to the evaluation findings, and how?
6. Common challenges and possible solutions

Chapter 3 makes it clear that many of the common challenges in monitoring and evaluation could be avoided by addressing them during the planning phase. Nonetheless, no programme is ideal and problems are likely to arise regardless of how well the M&E system has been designed. This chapter suggests a simple method for “troubleshooting” any problems, and then looks briefly at some of the issues that are most likely to arise and suggests some possible solutions in table form.

Troubleshooting M&E problems

While many problems encountered during monitoring and evaluation are caused by a failure to invest proper resources (including time) in developing and maintaining a suitable M&E system, it is not always the case that these problems can be solved simply by doing more or better monitoring and evaluating. In fact, many such problems are symptoms of deeper issues, such as the overall design of the programme, the relationship between programme partners, misunderstandings or disagreements about the purpose of certain M&E activities, etc.

For this reason, when problems arise that are perceived as “M&E problems”, it is worth following the three steps to diagnose the reasons for these problems and identify suitable solutions:

1. Classify the symptoms
2. Analyse underlying problems and deeper causes

This is best illustrated through an example. Imagine that a problem has arisen a year into a programme because of a disagreement between the international donor and the partner government about monitoring public perceptions of security. The donor wishes to commission an independent survey from a non-governmental organisation, but the partner government voices opposition. Despite the donor’s insistence that this was a fundamental element of measuring success, the partner government continues to block the survey. What should be done in such circumstances?

Firstly, start by looking at the symptoms. At least two can be identified. The first is the partner government’s hostility to perception surveys. Yet there is also a second – a lack of shared ownership of all aspects the M&E system.

The second step is to analyse the underlying causes of these symptoms. The partner government’s hostility to perception surveys may be explained by several things – perhaps a general distrust of non-governmental actors, or a concern that the survey will not produce “positive” results and will therefore make the government look bad in the eyes of its citizens.

Similarly, there may be several causes for the lack of shared ownership of the M&E system: Is it simply a largely technical misunderstanding about certain M&E tools, or is there a fundamental gap in approaches and expectations where M&E issues are no more than a symptom of much deeper problems? For example, the concept of results-based management may not be the guiding principle for the partner country’s security sector, and therefore the very idea of producing information that identifies a “weak” starting point (as baselines are intended to do) may be very challenging. It may also be that partner government officials did not fully understand what was involved and the implications. Perhaps more could have been done to generate genuine (rather than formal) ownership of such M&E tools. Or there may have been firm agreement during the design phase, but the government has since backtracked – if so, why?
Only once such questions have been answered is it possible to identify short- and longer-term solutions (Table 10.10). In this case, there may be several short-term solutions, depending on what the international programme manager thinks is most appropriate. One option is to drop the demand for perception surveys and find alternative methods of obtaining similar monitoring information. Another is to explain the reasons for undertaking perception surveys in more detail, and thus to persuade the partner government why it is worth doing so. Over the longer term, there may be any number of steps that can be taken to build stronger joint ownership of the M&E system, from reviewing the whole set-up in detail through to further capacity building.

Table 10.10. Exploring common problems, underlying reasons and possible solutions

<table>
<thead>
<tr>
<th>Problem</th>
<th>Underlying issues/ questions to ask</th>
<th>Possible solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of baseline data/study</td>
<td>Why was this data not collected? Because of poor planning? Or because the information is hard to access or collect?</td>
<td>It may be possible to recreate a baseline by collecting data from other sources relating to the time immediately before the programme started. Refer back to the analytical baseline in original project documents, i.e. the analysis on which the programme design was originally based. Consider using participatory monitoring techniques to identify the most important information.</td>
</tr>
<tr>
<td>Impossible to identify or collect suitable indicators</td>
<td>What are indicators needed for? Why is it not possible to collect them?</td>
<td>Indicators may not be the most appropriate way of measuring change in this context; other methods can be found. In fragile and conflict-affected environments, it may not be possible to use standard indicators, but proxy indicators may provide similar information.</td>
</tr>
<tr>
<td>Partner government information systems do not produce reliable information</td>
<td>Is this due to lack of capacity? Or because statistics are deliberately distorted for political purposes?</td>
<td>Over the long term, the solution is to invest in building the capacity of national M&amp;E systems. Over the short term, it may be possible to find similar information from other sources, such as surveys by non-governmental organisations.</td>
</tr>
<tr>
<td>Information required for reporting not available</td>
<td>Is this information available anywhere? If it is not available, can it be easily collected?</td>
<td>Sometimes, data have simply not been collected due to the lack of a proper monitoring system. In such cases, asking key stakeholders may provide the required information – but ask sensitively and acknowledge the failure to request this information earlier. This also indicates a need to invest in better monitoring systems in future.</td>
</tr>
<tr>
<td>Programme staff observe unexpected negative results occurring by programme</td>
<td>Why are these negative results occurring? Is it a result of perverse incentives from indicators/targets?</td>
<td>If it appears that an indicator or target is causing programme/partner country staff to behave in a perverse way, consider how the target could be revised to achieve the same objective without encouraging inappropriate responses.</td>
</tr>
<tr>
<td>Key stakeholders resist evaluation process or cooperate to the minimum degree necessary</td>
<td>Do stakeholders understand what the evaluation is for? Have they been involved in the M&amp;E process up to now?</td>
<td>Stakeholders may simply not understand why the evaluation is taking place and what the information will be used for. Explaining why the evaluation is necessary and how it will help improve programming.</td>
</tr>
<tr>
<td>Issue</td>
<td>Question</td>
<td>Recommendation</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Evaluation does not produce useful results</td>
<td>Is this because the evaluation was poorly designed? Or because the evaluators do not have the right skills?</td>
<td>It may be helpful to organise a meeting with the evaluation team to discuss the problems. Discussing the programme’s intervention logic and the scope and methodology of the evaluation is most likely to identify where the problems lie. If possible, revise the evaluation methodology to ensure a more appropriate result.</td>
</tr>
<tr>
<td>Evaluation is ignored/rejected by key stakeholders in partner country</td>
<td>Is this because they do not feel any ownership of the evaluation? Is it because the findings are too sensitive, or they find certain conclusions offensive?</td>
<td>If still possible, give key stakeholders the chance to prepare a response to the evaluation report, identifying any areas that they believe are factually incorrect and suggesting improvements they would like to see to the evaluation (while emphasising that they do not have the right to veto the evaluation). Assess the conflict sensitivity of the evaluation and take account of any findings that are likely to be controversial, if necessary producing an edited version of the evaluation that is disseminated more widely. Consider presenting various versions or summaries of the evaluation findings that are more accessible to key audiences, and organising meetings to share and discuss the findings.</td>
</tr>
<tr>
<td>Limited participation by women in the M&amp;E system</td>
<td>What efforts have been made to ensure women participate and are represented?</td>
<td>Try to involve the ministry responsible for women’s affairs and/or gender. Consult with both national and local women’s organisations on how to reach out to and involve women. It may be necessary to organise focus groups or meetings with women; if so, these should be planned to ensure they are at appropriate times and in accessible places.</td>
</tr>
</tbody>
</table>
Additional resources

The following are recommended resources for further information on monitoring and evaluation and security sector reform:


*Monitoring and Evaluation News website, [www://mande.co.uk/](http://www://mande.co.uk/)*


Endnotes


5) These categories are only intended to make this list more accessible; it should be noted there is some overlap between the categories.

6) These theories are mostly not antagonistic or exclusive; more complex programmes may employ several theories of change at the same time.

7) See for example, OECD (2008), *DAC Guidance on Evaluating Conflict Prevention and Peacebuilding*, Working draft for application period, OECD, Paris, p 82. Available at www.oecd.org/secure/pdfDocument/0,2834,en_21571361_34047972_39774574_1_1_1_1,00.pdf